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I.A Executive Summary 
Developing and certifying mission-critical Learning-Enabled Cyber-Physical Systems (LE-CPS) 
is essential to meet current and planned DoD mission needs as in cooperative autonomous sys-
tem control for situational awareness, ground and air-based UAVs, cognitive workload reduc-
tion, and force protection missions. Due to variations in mission operating environments, it is 
unrealistic to expect LE-CPS to behave deterministically and statically under all conditions.  

A key problem facing developers, integrators, and certifiers of LE-CPS is that the techniques 
(e.g. convolutional neural nets and support vector machines) that are commonly used to create 
learning-enabled components are hard to analyze formally due to the large state space as they 
exhibit nonlinearity [Kuroe] and are expected to operate and learn safely even in previously un-
seen environments. These properties makes any reachability based techniques for verification 
intractable for these systems [Adams][Cavalcanti]. Additionally, the software environment in 
which these system operate, might itself exhibit failures. For example, conventional run-time 
platforms upon which LE-CPS perform computations do not monitor and enforce quality-of-
service (QoS) constraints [Gray1] in a resilient manner that operate dependably in the face of 
(partial) failures and cyber-attacks [Zhu]. 

To overcome limitations with conventional approaches, Sierra Nevada Corporation, teamed with 
Northeastern University, Vanderbilt University, and Securboration, proposes a new integrated 
framework called the Assurance Framework for Autonomy-Capable Tactical Systems 
(AFACTS). AFACTS provides probabilistic QoS assurance that combines advances in de-
sign-space analysis and run-time platforms to safely and dependably handle variations in 
environmental conditions during mission-critical operations, as shown in Figure 1. This fig-
ure shows how AFACTS (1) integrates design--time risk analysis methods, techniques, and tools 

 
Figure 1. Architectural Components and Interactions in AFACTS 

with a novel run-time platform that supports decision making (e.g., data collection, design opti-
mization, and operational risk management) and (2) applies this integrated design-time/run-time 
framework to assure the proper functioning of production-level LE-CPS under realistic (i.e., 
harsh/uncertain) operational conditions. 
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We will share AFACTS tools, processes, and advances in dependence learning, uncertainty ag-
gregation, and QoS management, developed in the context of the Unmanned Tactical Control & 
Collaboration (UTACC) testbed, with both the Enterprise Engine (E2) programs (for transition) 
and TA4 vendors (for Assured Autonomy collaboration). UTACC currently provides monitoring 
and control software for robots that replace one Marine in a 4-Marine fire team performing the 
same maneuvers. We plan to add cooperation to the autonomy by adding more robots to the fire 
team. The UTACC testbed contains a demonstrated simulation of this fire team moving across 
terrain and changing formations in prior work, as described in §I.F.1.  

AFACTS will enhance productivity of LE-CPS development by scaling to 100 dimensions, with 
10% less overhead, providing at least 1,000 conditional evidence, and .001x reduced trials to as-
surance (described in §I.G.2) using the following innovations for each technical area (TA): 

TA1 ‒ MODel intEgrated fRamework for autoNomous, hIgh aSsurancE Design (MOD-
ERNISED). The model-integrated computing (MIC) framework provided by the AFACTS TA1 
performers extends the state-of-the-art by deriving formal descriptions from pattern-analysis of 
models and automating the transformation from models to formal analysis, simulation, and test 
code to an assurance-based proof system. The result is a method that enables highly-focused 
measurable conditions to monitor and control the learning process of cognitive agents during LE-
CPS run-time. Conventional approaches to developing LE-CPS are limited by non-robust de-
signs stemming from the difficulty of analyzing LE-CPS nonlinearities due to the intractability 
of model reachability computations. To address this limitation, MODERNISED applies an en-
semble of validation approaches with advances in dependence learning, uncertainty aggregation, 
and QoS management demonstrated in TA4 and team-provided LE-CPS testbeds. Sierra Nevada 
Corp (SNC)/Northeastern (NU) will lead the TA1 effort.  

TA2 ‒ Real-time Operation VErified Reconfigurator (ROVER). The middleware-based QoS-
aware monitoring and control platform provided by the AFACTS TA2 performers hosts the cog-
nitive agents created in TA1, enabling continuous re-valuation and assurance of dynamic ap-
proaches to achieving a given set of goals. Conventional approaches for developing LE-CPS are 
limited by faulty failure identification with corrective actions stemming from the need to resili-
ently monitor and enforce QoS constraints of LE-CPS computations that must operate across 
failures and attacks. To address this limitation, ROVER combines advances in design-time anal-
ysis and run-time platforms to safely and dependably handle variations in environmental condi-
tions. To alleviate the performance overhead stemming from excessive evidence passed from 
TA2 to TA3 services, ROVER’s lightweight statistical monitors and alert management service 
support a filter and re-query approach that issues a small number of alerts to TA3, which then 
solicits additional metrics as needed. Vanderbilt University (VU) will lead the TA2 effort. 

TA3 ‒ Dynamic Assurance Inferencing System (DAIS). The metrics associated with TA1-
based design-time conditional evidence and TA2-based monitored/control evidence comparison 
will be combined to guide AFACTS unsupervised, safety-aware learning component. Conven-
tional approaches to developing LE-CPS are limited by the low quality assurance cases (ACs) 
stemming from the difficulty of synthesizing these ACs directly from engineering artifacts. To 
address this limitation, DAIS provides a “meet-in-the-middle” approach in which coarse-grained 
ACs are augmented with domain knowledge to produce high-fidelity ACs. Conventional ap-
proaches are limited by spurious confidence values due to the fact that a single AC confidence 
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evaluation framework is not appropriate for all AC claims. To address this limitation, DAIS em-
ploys a generic evaluation architecture that is agnostic of a single confidence framework. Finally, 
conventional approaches are limited by spurious confidence values stemming from emergent 
conditions that cannot be anticipated at design-time. To address this limitation DAIS applies ab-
ductive logic to dynamically synthesize new AC constructions that account for emergent condi-
tions.  Securboration will lead the TA3 effort. 

Table 1 summarizes how the technical areas covered by the AFACTS team addresses the As-
sured Autonomy TA1-3 program objectives and how the AFACTS team will interact with TA4. 

Table 1. How AFACTS Technologies Address BAA Evaluation Objectives and Impact LE-CPS 

BAA Objectives AFACTS Technology Approach  Impact Section 

Develop & integrate 
executable modeling 
languages & model- 
integrated computing 
tools for LE-CPS de-
sign & verification 

TA1. Develop, integrate & validate powerful 
multi-domain design-time risk analysis 
methods, abstractions, techniques, simula-
tions & tools supporting decision making 
essential assuring proper functioning of LE-
CPS under realistic operational conditions 

Improved reliabil-
ity from systemati-
cally assessing var-
iations in opera-
tional trustworthi-
ness of LE-CPS 

§I.C.1.1, 
§I.C.2.1 

Produce qualified evi-
dence regarding safety 
& correctness of LE-
CPS design and op-
eration  

TA2. Develop, integrate & validate a QoS-
aware assurance monitoring and control plat-
form that (1) continuously & dependably 
checks the overall correctness of component 
execution within an LE-CPS to enable reac-
tive and proactive corrections & (2) ensures 
that QoS, structural & behavioral variability 
of individual & aggregate components re-
main within the expected statistical bounds 

Operational trust-
worthiness and 
availability by en-
suring LE-CPS run 
within the enve-
lope of competence 
& QoS in a range 
of operational con-
ditions 

§I.C.1.1, 
§I.C.2.x, 
§I.C.2.3.
2 

Automate assurance 
case synthesis & run-
time evaluation for 
LE-CPS 

TA3. Create a framework that supports the 
dynamic evaluation of assurance cases (AC) 
using evidence gleaned from running soft-
ware.  Synthesize new AC constructs that 
account for emergent behaviors when they 
are (1) anticipated at design-time via domain 
knowledge or (2) encountered at run-time.  
Trigger appropriate reactive logic within the 
LE-CPS when goals are unlikely to be met 
based on run-time conditions. 

LE autonomous 
systems, verifiable 
in real-time,  by 
quantifying the 
degree to which 
LE-CPS meets de-
sign goals operat-
ing in a complex & 
unpredictable envi-
ronment 

§I.C.1.3, 
§I.C.2.3 

Apply to production -
level LE-CPS 

TA4. In addition to active participation and 
application to TA4 platform, we provide 
(from the kickoff of the program) a produc-
tion-level LE-CPS that supports key re-
quirements by extending existing framework. 

Built-in  technolo-
gy transition plan 
that immediately 
impacts key DoD 
LE-CPS missions 

§I.B.2 

DoD LE-CPS have historically been developed via multiple technology bases, where each sys-
tem brings its own networks, computers, displays, software tools/platforms, and people. Unfor-
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tunately, these proprietary “stovepipe” architectures tightly couple many functional and QoS as-
pects of LE-CPS, which greatly impedes their adaptability, assurability and affordability. The 
affordability of certain DoD systems, such as logistics and planning, can be enhanced by com-
mercial-off-the-shelf (COTS) technologies. However, DoD procurement efforts aimed at inte-
grating COTS do not support affordability and assurability/adaptability for mission-critical LE-
CPS since (1) they only address initial non-recurring acquisition costs, but fail to reduce recur-
ring software lifecycle costs and (2) compromise adaptability and assurability due to poor QoS 
support in COTS software, e.g. minor perturbations in today’s COTS-based solutions can cause 
massive failures that impact life and property. 

In general, conventional COTS software is not suitable for mission-critical LE-CPS systems due 
to either being (1) flexible and standard, but incapable of ensuring stringent behavioral and QoS 
requirements, or (2) partially QoS-enabled, but inflexible and non-standard. Thus, the rapid pro-
gress in COTS software for enterprise information technology systems is not yet applicable for 
mission-critical LE-CPS. Until this problem is resolved, LE-CPS system integrators (and ulti-
mately warfighters) will be unable to take effective advantage of future advances in COTS. De-
veloping the new generation of adaptive, assurable, and affordable LE-CPS technologies is 
essential for US national security. 
AFACTS will dramatically simplify development, optimization, validation, and integration in 
DoD LE-CPS. AFACTS will allow researchers and system integrators to develop and evolve 
complex LE-CPS assurably, adaptively, and affordably by (1) standardizing COTS at the multi-
ple levels (including MIC tools and QoS-aware middleware), rather than just at lower-level 
hardware/networks/OS layers), and (2) devising optimizers, meta-programming techniques, and 
multi-level distributed dynamic resource management protocols/services that will enable DoD 
LE-CPS to customize standard COTS interfaces and tools, without the penalties incurred by to-
day’s COTS implementations. 

Many DoD LE-CPS require (or will require) the capabilities and optimizations resulting from 
AFACTS. If the proposed design-time integration of multiple levels of abstraction, modeling, 
code generation, reasoning and formal methods of autonomous systems are not adapted to w.r.t. 
metrics derived from autonomous operation, developers of DoD LE-CPS will continue to use 
multiple proprietary technology bases that will continuously reinvent and maintain theoretically 
involved and computationally complex solutions to provide sufficient confidence that LE-CPS 
meet demanding mission needs. DoD LE-CPS will continue to be excessively expensive, time 
consuming and brittle since they will be built upon an obsolete technology base devised to meet 
relatively stable Cold War threats, rather than rapidly evolving next-generation threats, such as 
environmental, economic, terrorist, and information warfare threats. Increasingly, our adversaries 
are smaller, more mobile, and are already using COTS technologies against us. Although today’s 
COTS technologies are suitable for our adversaries asymmetric warfare threats, they are not yet 
suitable for our defense since they do not satisfy mission-critical DoD LE-CPS needs, i.e., de-
pendability, scalability, security, evolvability, and timely acquisition procedures. 

We will meet the schedule and Statement of Work per Work Breakdown Structure, described by 
Phase, for 48 months (see §I.G), which includes tasks and deliverables that enable execution of 
program goals at the cost summarized on this cover sheet and detailed in the Cost Volume. 
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I.B Innovative Claims and Deliverables1  
Table 2 summarizes the innovations provided by AFACTS and references where these innova-
tions are discussed further in this proposal. 

Table 2. AFACTS Innovations 

What is Revolutionary in 
AFACTS Uniqueness & Benefits AFACTS Deliverable Proposal Ref 

AFACTS derives formal descrip-
tions from model pattern-analysis 
of learning components & automat-
ed transforms from models to for-
mal, simulation & test code to an 
assurance-based proof system for 
focused, measurable conditions to 
monitor & control learning during 
LE-CPS operation. 

AFACTS surpasses current non-robust de-
signs stemming from LE-CPS nonlineari-
ties, applying a unique ensemble of valida-
tion approaches with advances in depend-
ence learning, uncertainty aggregation & 
QoS management, while ensuring that the 
goals are computable & reachable within 
mission time constraints. 

MODel intEgrated 
fRamework for au-
toNomous, hIgh aS-
surancE Design 
(MODERNISED) 
based on multiple 
abstractions, tools and 
formalisms in CDRLs 
1, 2 & 3 

MODERN-
ISED in 
§I.C.2.1 & 
CDRLs in §I.G 

A middleware-based QoS-aware 
monitoring & control platform host 
cognitive agents, thereby enabling 
continuous re-valuation & assur-
ance of dynamic approaches to 
achieving a given set of goals. 

AFACTS overcomes conventional LE-CPS 
computations limited by poor failure identi-
fication with corrective actions and a 
framework for probabilistic QoS assurance 
combining advances in design-time analysis 
& run-time platforms to handle unprece-
dented variations in environmental condi-
tions with a small number of alerts. 

Real-time Operation 
VErified Reconfigura-
tor (ROVER) moni-
toring and control 
software in CDRLs 1, 
2& 3 

ROVER in 
§I.C.2.2 & 
CDRLs in §I.G 

Metrics associated with design-
time conditional evidence & moni-
tored/control evidence comparison 
will be combined to guide unsuper-
vised, safety-aware learning com-
ponent. 

AFACTS improves upon low quality assur-
ance cases (ACs) & spurious confidence 
values from emergent conditions unantici-
pated at design-time. Its ACs are augmented 
with domain knowledge, a generic evalua-
tion architecture agnostic of a single confi-
dence framework & a unique combination 
of deductive, inductive & abductive reason-
ing to dynamically synthesize ACs.  

Dynamic Assurance 
Inferencing System 
(DAIS)  assurance 
case design and opera-
tion, along with met-
rics to detect delta 
between cases, in 
CDRLs 1, 2, & 3 

DAIS in 
§I.C.2.3 & 
CDRLs in §I.G 

Assurance cases design & opera-
tion have not been applied success-
fully at-scale to safety-critical 
fielded DoD LE-CPS. AFACTS 
includes a low-risk, built-in tech-
nology transition plan to such safe-
ty-critical LE-CPS. 

In addition to active participation & appli-
cation to TA4 platform, AFACTS provides 
a production-level LE-CPS that supports 
key requirements with our extended frame-
work. A built-in technology transition plan 
that will have immediate impact on key 
DoD LE-CPS missions.  

Deployment package 
& associated docu-
mentation as part of 
CDRLs #2 & 3. 

§I.B.2 

I.B.1 Technology Transition 
The background of the Enterprise Engine (E2) and the QoS-aware middleware and applications 
we will extend appears in §II.F1. We will share AFACTS tools, processes, and advances in de-
pendence learning, uncertainty aggregation, and QoS management, developed in the context of 
the UTACC testbed, back to both the E2 programs (for transition) and TA4 vendors (for Assured 
Autonomy collaboration). SNC is currently working on E2-next-generation, transitioning to 
high-available cognitive agent technology, introducing machine learning and temporal logic-
based reasoning. The E2 program is expanding into Space and Radar systems as E2 can be used 
                                                 
1 This is also called “Goals and Impacts” in section a) on pg. 27 of the BAA. 
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to integrate legacy airborne (F-16 TARS, Reaper, Predator, U2, Global Hawk, JSTARS, 
AWACS) and future ISR platforms into DCGS. E2 could be useful for rapidly integrating 
ground, air, and space assets into a cross-domain user-defined operations picture and collection 
management tool for situational awareness and tasking. 

VU’s work on QoS-aware middleware has transitioned to many DoD systems, including the 
Joint Tactical Radio System software defined radio program, manned/unmanned combat air ve-
hicles, the Orbital Express low earth orbit satellite telemetry and control framework, the Ground 
Support System for the X33 Single Stage To Orbit Reusable Launch Vehicle, and the USS 
Ronald Reagan and Gerald Ford aircraft carriers, the USAF upgraded early warning radar sys-
tem, the DMSO HLA/RTI and DISA TENA distributed interactive simulation middleware, 
among many other DoD applications. VU’s work on dynamic resource management algorithms, 
QoS-aware component deployment and configuration middleware for system integration, and 
model-based tools for system execution modeling and performance analysis has transitioned to 
many DoD acquisition programs, including the Navy’s DDG 1000 land attack destroyer and 
Submarine Warfare Federated Tactical System programs, as well as  the Army’s Common Oper-
ating Environment efforts. The QoS-aware middleware developed and transitioned by the VU 
team are highly relevant to the proposed effort for the DARPA Assured Autonomy program. 

I.B.2 Life Cycle and Sustainment Risks  
Our AFACTS team has extensive experience transitioning software technologies to all DoD ser-
vices (see Technical Transition §I.B.2 for examples). Table 3 describes typical risks encountered 
when transitioning DARPA software and the AFACTS approach to mitigating risks.  

Table 3. The AFACTS Approach to Mitigating Software Life-cycle & Sustainment Risks 

Software Life-Cycle /Sustainment 
Risk Approach/Mitigation 

Increasing cost due to license man-
agement & royalties/fees 

AFACTS software is provided with Unlimited Rights 

High maintenance costs due to im-
mature research software that is not 
sufficiently documented or tested 

Our agile Research Process for software development is compatible with the 
tempo of a DARPA program while also providing a path for later transition 
to more formal software standards required by operational systems 

Software is delivered to untrained 
engineers/users who cannot use it 

The AFACTS deployment package (CDRL #3) assists new users (and evalu-
ators). SNC provides dedicated staff to support deployed systems, including 
software developers who are intimately aware of the deployed system (for 
example, UTACC engineers deployed to Fort A.P. Hill to make demonstra-
tion successful). 

Software is not transferable across 
hardware platforms 

AFACT software uses and drives open standards and architectures & can be 
compiled and run on most systems (including Linux and embedded systems) 

I.B.3 Proprietary Claims and Fundamental Research 

SNC and its subcontractors make no proprietary claims or restrictions to any part of the Assured 
Autonomy effort. Although we will conduct advanced research, development, and assurance on 
topics pertaining LE-CPS, there are no intentions to assert the fundamental research exemption 
for technologies created under this program. While there are no formal teaming arrangements 
between SNC and its subcontractors, the team has committed to working together closely 
throughout the duration of the project across all Technical Areas.  
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I.C Technical Rationale, Technical Approach, and Constructive Plan  
I.C.1 Detailed Technical Rationale  
I.C.1.1 Detailed TA1 Technical Rationale ‒ MODel intEgrated fRamework for autoNomous, hIgh aSsur-
ancE Design (MODERNISED)  
AFACTS-based LE-CPS pursue their predefined goals at run-time (i.e., after component de-
ployment and activation) by utilizing and depending on their onboard capabilities, knowledge, 
and algorithms. Since LE-CPS run completely autonomously in many environments (i.e., with-
out relying on any outside support), AFACTS must address the following ongoing research chal-
lenges [Gaudin][Ciora]: 

● On-board systems must be extremely reliable, self-healing, and prepared for unexpected situ-
ations 

● The design and build infrastructure capable of producing such systems requires an unprece-
dented level of definition-, simulation-, verification-, production-, and testing-capabilities 
that are dependable and scalable. 

In response to these challenges, we propose the MODel intEgrated fRamework for autoNomous, 
hIgh aSsurancE Design (MODERNISED). MODERNISED provides a LE-CPS system archi-
tecture and formal methods toolkit based on cognitive agent technology. Agents are autono-
mous systems acting without external supervision on events produced by state changes in the 
surrounding environment, or within the agent itself. Events are asynchronous and volatile occur-
rences within a particular LE-CPS that represent something happening (or is contemplated as 
having happened) in that domain. 

The level of sophistication in handling 
desires and intentions categorizes the 
agent. For example, simple agents re-
spond to events based on a limited set 
of fixed rules. Cognitive agents main-
tain a knowledge-base (“mental state”), 
consisting of a belief base (expressing the knowledge and perceived information the agent has 
about itself and the surrounding environment), goal base (mission-specific goal definitions and 
plans how to reach these goals) and function base (capabilities and associated rules available to 
the agent to construct actions) [Horkoff][Riemsdijk1][KokarEndsley]. The left part of Figure 2 
shows the cognitive agent architecture applied in AFACTS.  

MODERNISED will work together with capabilities defined by TA2 and TA3 performers to 
provide the following capabilities to LE-CPS: 

1. Dynamic run-time adaptation and verification of agent plans. The ability of cognitive 
agents to dynamically alter plans (or do substantial replanning) at run-time is well researched 
[Riemsdijk2]. Ensuring that the plan execution reliably reaches the desired goal and calculat-
ing any required plan alteration to support this is an open research problem 
[Koeman][Sabutucci][Riemsdijk3]. Our AFACTS work will extend prior reasoning methods 
with dynamic guards constraining and adapting the execution plan, as shown in Figure 2. LE-
CPS are typically resource-constrained systems, paired with time-critical execution require-
ments. To ensure that the dynamic plan assurance and revision at run-time (which is the fo-

Figure 2. Agents Running in an AFACT-based LE-CPS 
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cus of TA2 and TA3) can be performed while guaranteeing a high assurance of correctness, 
intensive preparations are necessary prior to deployment [Neema2] (which is the focus of 
TA1). TA1 uses the systems engineering modeling language SysML for the AFACTS LE-
CPS design [OMG1]. 

2. Archetype modeling supports unlimited mission-cases through one model. Rather than 
creating a monolithic model for each LE-CPS mission case, AFACTS uses an archetype 
modeling methodology which creates one mission-case-agnostic system model with broad 
coverage sufficient to handle all mission-cases [OMG9]. This model is then customized by 
narrowing down each mission-case through the application of mission-specific constraints. 
For example, if a subsystem is designed to assume 100 different states, but a certain mission 
allows only 10 out of these 100, then the mission-specific constraints will narrow down the 
model to allow only these 10 states. This narrowing process will be applied without imposing 
LE-CPS design or implementation changes. 

3. Enhanced design assurance through executable modeling techniques. Executable model-
ing languages [OMG1] [OMG2] [OMG3] [OMG4] [OMG5] and Model-Integrated Compu-
ting (MIC) tools [Bapty][Schmidt1][Neema1][Neema3] provide a first line of assurance 
through detailed simulation of the complete LE-CPS behavior at model level 
[OMG6][OMG7][OMG8]. This approach allows LE-CPS designers to (visually) exercise any 
behavior of the design directly in the modeling tool. Provided interfaces between the model-
ing tools and implementations of mathematical simulation tools (e.g., Simulink and Modeli-
ca) [OMG6] and formal specification languages (e.g., ClawZ [Ad-
ams][Arthan][Vernob][Tehrani], Z++ [Adesina-Ojo], OWL [OWL], SHACL [SHACL]) al-
low extended parametrized simulations and formal verification of LE-CPS designs that guar-
antee decidability and can be executed within the time complexity requirements of the mis-
sion applications [Chakrabarti]. Simulation, formal verification and model-based testing is 
applied during TA1 to the full executable system model and its implementations. Assurance 
cases defined and configured in TA3 evaluate how well mission-specific narrowed archetype 
models and implementations perform. 

4. Mission-case goals modeled in Goal Structuring Notation (GSN) [GSN-Std]. GSN is a 
graphical notation for presenting the structure of safety arguments that provides a formalism 
for describing how a particular set of claims has been shown to be true by means of evidence. 
GSN is the syntactical, standard bridge between SysML, ontologies, simulation and formal 
methods [Groza]. TA1 provide a tool for transforming GSN specifications into executable 
SysML, archetype model constraints, and ontologies. The same assurance chain utilized for 
the LE-CPS system components will be applied to the goal-related knowledge and algorith-
mic definitions. Our approach will extend the use of GSN to express claims and evidence as-
sociated with the learning processes of TA2. 

In the AFACTS TA1 modeling approach, all designed behavior is fully specified through formal 
algorithms, which allows automated correctness proving, design space analysis [Sumit1], and 
model-based simulation of every mission aspect. Our novel archetype approach supports rapid 
provisioning for existing and new mission profiles without the need for redesign or reimplemen-
tation. Our state machine (Cameo state machine simulator connected to Simulink via parametric 
modeling), Z-based [Adams][Vernon][Arthan] and ontology [OWL] [SHACL] formalisms we 
are combining for TA1 is rich enough to automatically derive assurance and model-based test 
cases from models and yet computable within the mission time constraints. Expert and learning 
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systems are used to perform optimization and constraint derivation in an efficient computer-
aided, but human controlled, process.   
I.C.1.2 Detailed TA2 Technical Rationale ‒ Real-time Operation VErified Reconfigurator (ROVER) 
New and planned mission-critical LE-CPS are distributed real-time and embedded “systems of 
systems” whose challenging requirements can be characterized by the following open research 
problems [White3][White4]: 

● Multiple quality of service (QoS) properties, e.g. predictable latency/jitter/throughput, scala-
bility, dependability, and security, must be satisfied simultaneously and often in real-time; 

● Different levels of service will occur under different configurations, environmental condi-
tions, and costs and must be handled judiciously by LE-CPS infrastructure and applications; 

● The levels of service in one dimension must often be coordinated with and/or traded off 
against the levels of service in other dimensions to achieve the intended application and 
overall mission results; and 

● The need for autonomous and time-critical application behavior requires flexible LE-CPS 
infrastructure components that can adapt robustly to dynamic changes in mission require-
ments and environmental conditions. 

Conventional system infrastructure (e.g., operating systems, networks, databases, and middle-
ware services) developed by researchers and existing COTS platform technologies do not meet 
the requirements of mission-critical LE-CPS outlined above.  For example, conventional moni-
toring technologies, such as Copilot [CoPilot1][CoPilot2] and ACM [Dubey], perform threshold 
based monitoring that samples the data on process interfaces periodically and declare errors if 
checks fail. Thresholds in a LE-CPS, however, must be adaptive and depend upon the context in 
which the system is operating. Moreover, the rate of sampling itself may need to adapt depend-
ing upon the criticality of the mode of operation of the system.  

To address the gap in existing research and practice, the TA2 portion of the AFACTS project 
will develop the Real-time Operation VErified Reconfigurator (ROVER). ROVER defines a 
novel adaptive QoS-aware monitoring and control platform for LE-CPS. Applications run-
ning on LE-CPS can use ROVER’s services to adapt dependably in response to dynamically 
changing conditions. As a consequence, the LE-CPS is able to utilize available computer and 
network resources dependably to the highest degree possible in support of mission needs, such as 
effectively managing resources utilized by robots in the UTACC testbed. 

To ensure the end-to-end QoS and behavioral requirements of mission-critical LE-CPS, the sys-
tem infrastructure must be able to monitor the state and if required make modifications dependa-
bly, i.e., even in the face of (partial) failures and attacks.  These modifications are necessary con-
trol actions that help steer the LE-CPS to remain in safe operating regions. To address this need, 
ROVER will provide customizable QoS-aware middleware APIs, services, and Model-Integrated 
Computing (MIC) tools. ROVER will work together with capabilities defined by TA1 and TA3 
performers to provide the following capabilities to LE-CPS:  

1. Synthesizing correct monitoring and control artifacts for LE-CPS infrastructure. 
ROVER formalizes QoS-related design expertise via pattern languages [Buschmann1] 
[Buschmann2] and MIC tools [White1][Schmidt1] to generate QoS-enabled monitor and 
control platform artifacts, such as lightweight statistical monitors that compare system QoS 
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and behaviors over a time window against measures collected dynamically at run-time  
[Sun1[Sun2][Sun3][Turner1][Galindo1]. 

2. Assure a flexible and QoS-enabled dynamically (re)configurable monitoring and con-
trol platform. Conventional approaches for mapping application goals onto the underlying 
computational substrate tightly coupled applications to a particular run-time environment. 
ROVER’s advanced adaptive behavior performs necessary adaptations autonomously based 
on conditions within the LE-CPS, in the LE-CPS environment, or in LE-CPS goals defined 
by users. Moreover, these adaptive reconfigurations and optimizations must maintain the sta-
bility of the LE-CPS and converge rapidly [CHARIOT1][IJPHM]. 

3. Manage distributed resources dynamically and dependably in large-scale LE-CPS.  
Statically deploying and configuring LE-CPS manually or via ad hoc means is tedious, error-
prone, and non-scalable, which is problematic due to the need to schedule monitoring tasks 
and optimally deploy them onto the underlying computation resources. ROVER therefore 
provides automated capabilities that enable an LE-CPS to reflectively [Schmidt2] examine 
the capabilities it offers within a particular run-time context and dynamically optimize those 
capabilities, including the monitoring tasks in real-time [White2][Shankaran1] [Shanka-
ran2][Edmondson][Lardieri]. 

LE-CPS have historically been developed via multiple technology bases, where each LE-CPS 
instance brings its own networks, computers, displays, software, and people. Unfortunately, 
these proprietary “stovepipe” architectures tightly couple many behavioral and QoS aspects of 
LE-CPS, which greatly impedes their adaptability, assurability and affordability. The affordabil-
ity of certain DoD systems, e.g. logistics and planning, can be enhanced by COTS. Today’s DoD 
procurement efforts aimed at integrating COTS do not support affordability and assurabil-
ity/adaptability for mission-critical LE-CPS. Prior efforts (1) only address initial non-recurring 
acquisition costs, but fail to reduce recurring software lifecycle costs, such as “COTS refresh” 
and subsetting LE-CPS for foreign military sales and (2) compromise adaptability and assurabil-
ity due to poor QoS support in COTS software products, e.g., minor perturbations in today’s 
COTS systems can cause massive failures that impact life and property.  

A key objective of the TA2 portion of AFACTS thus focuses on moving standardization from 
lower-levels (such as operating systems and network protocol stacks) to higher-levels by matur-
ing LE-CPS software technology artifacts (e.g., middleware frameworks, micro-service compo-
nents, and pattern languages) developed in ROVER so that they are available for COTS acquisi-
tion/customization. This focus will substantially lower DoD total ownership costs by leveraging 
common technology bases so that complex LE-CPS functionality need not be re-invented repeat-
edly or reworked from proprietary “stovepipe” architectures that are inflexible and expensive to 
evolve.  ROVER will dramatically simplify LE-CPS QoS-aware monitoring and control platform 
development, optimization, validation, and integration by allowing researchers and system inte-
grators to develop and evolve complex LE-CPS assurably, adaptively and affordably by (1) 
standardizing COTS at the middleware layers versus at lower hardware/networks/OS layers and 
(2) devising optimizers, meta-programming techniques, and adaptive resource management ser-
vices for LE-CPS that will enable the creation of customized standard COTS interfaces, without 
the penalties incurred by today’s COTS implementations. 
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I.C.1.3. Detailed TA3 Technical Rationale ‒ Dynamic Assurance Inferencing System (DAIS) 
In modern software engineering workflows, assurance case creation and evaluation tasks are typ-
ically performed manually and entirely at design-time.  This approach is not ideal, since the ef-
fort of manually creating robust assurance cases introduces considerable overhead into the de-
velopment process.  Moreover, the fidelity of design-time evaluation is fundamentally con-
strained by the intractability of anticipating (let alone enumerating) the various combinations of 
actual conditions the software might encounter in the real world.   

The ability to fully automate assurance case evaluation presents an intriguing methodological 
solution to the problems of tractability and fidelity: delay the final evaluation of assurance cases 
until run-time, using measurements extracted from running software as it executes in its envi-
ronment to evaluate the arguments that support the claimed properties of the application.  In do-
ing so, tractable assumptions about the expected run-time environment can be made at design-
time and sufficiently evaluated at run-time.  The most ambitious goal of such an in situ evalua-
tion system involves synthesizing new assurance cases not only at design-time, but when emer-
gent (unanticipated) behaviors are encountered at run-time. 

Once assurance cases have been defined and relevant evidence gathered, they must be evaluated.  
The most obvious technique for doing so (and least satisfactory in terms of automation) is human 
inspection, in which a domain expert examines the assurance case, the observations relevant to it, 
and its argument to determine whether its claims are upheld.  Machine evaluation of assurance 
cases can be performed using approaches like forward logical deduction or probabilistic induc-
tion [Rushby]. Techniques based on Bayesian epistemology [Bovens][Cohen] have been used to 
account for the uncertainty inherent in an inductive approach, however their effectiveness is lim-
ited by the overhead of building the probability network. More promising recent techniques e.g. 
defeasible reasoning [Pollock] and eliminative induction [Goodenough] attempt to quantify the 
strength of an inductive proof by its ability to eliminate the possibility of contradicting claims. 

To explore the promise of dynamic assurance case synthesis and evaluation, we propose research 
and development of the Dynamic Assurance Inferencing System (DAIS). DAIS provides tools 
and methods that perform dynamic assurance evaluation and synthesis and will address the 
following open research problems in the assurance case space: 

● Constructing assurance cases today is a manual and labor-intensive process [Blanchette] 
[Denney] [Hawkins][Rhodes][Saruwatari]. Technologies are needed that reduce this process 
by leveraging artifacts such as Software Design Documents (SDDs) and requirements docu-
ments that are already an established part of software engineering best practices. 

● Tools for evaluating the validity of assurance cases are fundamentally limited by the quality 
of assumptions made about the actual operating environment [Bloomfield] [Goode-
nough][Sullivan] [Weinstock]. Technologies that reduce this uncertainty (quantifying and ac-
counting for any residual uncertainty that cannot be eliminated) are needed. 

● Semantics related to contextual (environmental) assumptions are often poorly defined, tool-
specific, or absent [Coppit][Hawkins][Weinstock].  Implicit assumptions damage the credi-
bility of the assurance case.  Semantics and frameworks that handle the ambiguity encoun-
tered in LE-CPS are needed. 

The DAIS will fulfill the role of a TA3 component within the AFACTS architecture and will in-
volve the creation of technologies and methodologies that overcome these shortcomings in con-
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junction with services and tools provided by TA1 and TA3 performers.  Specifically, it will pro-
vide the following capabilities for LE-CPS: 

1. Provide formalisms that augment existing assurance case terminology with notions of the 
uncertainty introduced by variation in the run-time environment, making assumptions explicit 
that must be validated dynamically.  This capability will allow degrees of assurance to be pre-
dicted in the absence of complete evidence (at design or compile time).  It also enables assur-
ance dependent upon baked-in assumptions to be validated during live software execution. 

2. Synthesize assurance cases from specification-, design-, and test-time artifacts.  This ca-
pability will involve the augmentation of manually created content with generic problem 
space (domain) knowledge and inferencing rules.  This will greatly reduce the manual effort 
required to develop robust assurance cases. 

3. Evaluate assurance cases with dependencies upon conditional evidence at run-time to 
ensure that the specified goals of the software system are met in its actual execution environ-
ment. This capability will improve the quality of assurance case evaluation for complex sys-
tems that operate in environments that are difficult to prove formally. There is an implicit de-
pendency upon scalability and performance in this task since it occurs with running software. 

I.C.2 Detailed Technical Approach 
The objective of AFACTS is to combine powerful design-time risk analysis methods, tech-
niques and tools, with a novel run-time platform, that supports decision making (e.g., data 
collection, design optimization, and operational risk management), essential to assuring the 
proper functioning of LE-CPS under realistic (i.e., harsh/uncertain) operational conditions. 
These conditions may include unforeseeable events (such as obstacles or adverse weather condi-
tions) that require a learning component enabling the LE-CPS to handle these events without 
compromising assurance. The learning component must also assume imperfect hardware and 
software are used in the LE-CPS. 

The following gives an actual example used on the 
Enterprise Engine (E2) from the Unmanned Tactical 
Control & Collaboration (UTACC) program. The 
example is given so that subsequent detailed ap-
proach subsections can describe how this actual ex-
ample would be designed and implemented with 
AFACTS. Recall UTACC provides control software 
for robots that replace a Marine in a 4-Marine fire 
team to become a 3 Marines and an autonomous ro-
bot performing the same maneuvers.  The goal of this 
UTACC algorithm is to classify a current formation 
of a fire team based on the positions and velocities of 
each human member of the fire team. 

In this example, each human fire team member car-
ries a GPS receiver that communicates the member’s 
position and velocity (heading and speed) to UTACC 
using NMEA GPS messages. UTACC maintains a 
position and velocity state estimate for each member by role - fire team leader, rifleman and as-
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sistant automatic rifleman. Only the team members' current position and velocity state estima-
tions are considered where we are only looking at the latest state estimates. We start with the 
team members’ positions and headings, giving us 12 input variables (3 for position and 1 for 
heading multiplied by the 3 team members). Heading is formed by averaging the team members’ 
headings.  

We are only concerned with the relative positions of the team members with respect to each oth-
er, not their position in a geodetic coordinate system. We define a Cartesian coordinate system 
with its origin at the position of the fire team leader, since only their relative positions are im-
portant. Since the team leader and rifleman's positions are fixed in this coordination system, our 
variables are reduced to two: 1) the (X, Y) position of the assistant automatic rifleman, and 2) the 
team's heading in this coordinate system. This preprocessing reduces the classification problem 
to those variables (only three values), with no loss in member relative position information. 

Looking at the formation in the normalized coordinates, the formations are well-discriminated 
based on: (1) the included angle of the positions of the assistant automatic rifleman and rifleman 
(X-axis), and (2) the heading angle of the team velocity vector in 2D (X, Y) plane. We can re-
duce the assistant automatic rifleman’s position to just an angle, which leaves two input variables 
for estimating the formation (this assistant automatic rifleman’s angle and the team heading in 
this coordination system). Figure 3 shows the separation of the formations in this space.  Figure 4 
shows the formation classification problem represented as a GSN.   

 
Figure 4. GSN Representation of Formation Classification. 

 
I.C.2.1 Detailed TA1 Technical Approach ‒ MODel intEgrated fRamework for autoNomous, hIgh aSsur-
ancE Design (MODERNISED) 

I.C.2.1.1 Overview 
Assured Autonomy has two primary requirements, viz. to: 

1. Develop and integrate tools for design and verification of learning enabled systems by gener-
ating implementations for these systems and producing qualified evidence regarding safety 
and correctness of the design of LE-CPSs. 
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2. Develop multi-domain modeling formalisms, abstractions and DSMLs for the representation 
of learning-enabled components, systems and their dynamics, driving novel approaches for 
formal verification, simulation, and testing to generate evidence for correctness. 

In prior work SNC has developed an advanced development processes and tool framework that 
enables the DoD to rapidly and reliably connect existing computer, communication, sensors, 
modeling/simulation, and weapon systems for a set of diverse E2 applications. To address re-
quirement 1, AFACTS will extend these tools and techniques to support LE-CPS with cognitive 
agent technology, based on advanced formal reasoning and machine learning. To enhance the 
fidelity of assurance during the design phase, these ML components will be supervised during 
the set-up phases and will then operate unsupervised (yet monitored) at run-time, leveraging the 
assurance monitoring and control capabilities described in TA2 below. The supervision compo-
nents will be provided via archetype-based modeling to generate reliable and secure code direct-
ly from models. To address the second requirement, we will take advantage of SysML co-
simulation and parametric modeling capability to auto-generate components, ontologies and log-
ic used for reasoning, theorem proving and model-driven simulation and test. 
I.C.2.1.2 Modeling and Reasoning Approach 
AFACTS will model LE-CPSs as collections of interrelated components represented as aggre-
gates of subcomponents on a number of layers of abstraction. We will develop models of such 
systems where safety properties will be modelled as constraints. We will use formal representa-
tions of these models and formal inference engines to analyze the models. There will be two ob-
jectives to the analysis: (1) to prove that the system includes all of the required properties and (2) 
that none of the constraints that the system is supposed to satisfy are violated. Since these two 
requirements require two different reasoning strategies, we will use two kinds of formal lan-
guages to represent the requirements that are based on two different kinds of semantics. The 
former type of requirement is based on the open world assumption (OWA–statements that cannot 
be inferred are not assumed to be false) and non-unique name assumption (nUNA–an individual 
may be referred to by multiple names). The latter is based on the closed world assumption 
(CWA–what cannot be proved is automatically false) and the unique name assumption (UNA–
two different names must refer to two different individuals). We will develop a validation pro-
cess where both types are used collaboratively to uncover all possible constraint violations. 

Reasoning over models is crucial in analyzing the satisfaction of the safety properties. Reasoning 
may resolve some constraint violations – “apparent” constraint violations might look like viola-
tions just because the analyzer doesn’t have sufficient knowledge about the implications of the 
particular constraints. The analyzer might identify an issue of the lack of a specific type of 
weapon on a given platform. This issue can be solved by invoking the reasoner which will un-
cover the existence of such information due to the fact that this platform is part of a larger plat-
form which necessarily has such a weapon system. The same kind of reasoning process may un-
cover violations that are “hidden”, i.e. those that are not explicitly represented in the model. 

As shown in Figure 5, LE-CPS will be modeled in SysML where we can 1) simulate state ma-
chines directly (using Cameo State machine Simulator), 2) connect to detailed and executable 
Simulink simulation using parametric modeling to connect to functional components, 3) repre-
sent OMG compliant GSN-based assurance cases [SACM] using stereotypes for claims, evi-
dence, assumptions, justification, context and strategy, 4) generate request and structure cover-
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age [Habli] based on SysML requirements and 5) automatically transform to OWL 2 RL (the 
Web Ontology Language – a language with formal semantics which also includes the capability 
of using rules) [Backlawski] using an E2-proven, OMG-compliant [MOF2RDF] technique. The 
OWL-represented models will be subject to automatic inference that will result in the derivation 
of implicit relationships among the model elements. While OWL can be used to express some of 
the constraints, OWL is not designed for this purpose. Its semantics is based on OWA and nU-
NA. Consequently, it may lead to some conclusions that may not be justifiable in the real world, 
but will be resolved by the constraints validation engine. 

Figure 5. Reduces Risk via Designs Supporting Multi-level Modeling, Verification, Abstraction & Languages 

 
AFACTS will use the automatic inferencing-capable OWL RL together with the Shapes Con-
straint Language (SHACL), a new recommended standard by the W3C, to express safety proper-
ties that the systems should not violate and assumptions about the environment. The GSN assur-
ance cases are transformed to graph models in SHACL, but will also, in order to increase the ro-
bustness of our approach, be expressed in theorem prover format e.g. CLawZ [Adams][Vernon] 
[R. Arthan] with CSP [Cavalcanti].  

The models developed in TA1 will have associated safety and assurance properties that the mod-
eled LE-CPS are expected to satisfy along with the evidence for each of the claims or subclaims. 
In particular, properties that need to be satisfied by the learning component will be represented 
explicitly. Formal descriptions will be derived from the design models in ontological form, as 
SHACL constraints, and as linear temporal logic. These precise descriptions will then be input 
for reasoning, theorem proving, and model-driven simulation and testing. The proofs for the 
claims will be based on assumed ground (unconditional) evidence that will be captured by the 
presumptions in the model. The analysis of the proof traces and reasoning engine conclusions 
will provide steps (conditional evidence) that will need to be verified in TA3.  

This methodology will yield a rich deployable solution that contains all assurance case and rules 
information needed to drive autonomous AFACTS run-time implementations. The ontology-
based archetype modeling approach narrows the formally verified behavioral AFACTS model 
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down to a mission-specific profile by applying constraints on the run-time system. These con-
straints are flexible and may be altered by an on-board learning component to compensate for 
unforeseen run-time events without compromising the run-time system’s assurance state. 
I.C.2.1.3 MODERNISED Approach Applied to Formation Clas-
sification Example 

Continuing with the formation classification example 
from the introduction of the Detailed Approach Section 
(§I.C.2), the GSN standard will be formalized as an on-
tology encoded in OWL (a formal language standardized 
by W3C). Figure 6 shows a top-level view of such an 
ontology, which will be used to (1) describe particular sce-
narios and systems, (2) specify assurance case require-
ments and (3) conduct formal analysis of assurance cases in specific scenarios.  

As shown in Figure 6, the focus of this representation are Goals, aka. claims. Goals are connect-
ed to other goals (subgoals), which support or are supportedBy other goals. Additionally, any 
inherences made by the formal system will be documented as instances of the hasInference rela-
tion. Inference will be directed by Strategies. The formal analysis tool will establish relationships 
between particular goals by finding Solutions that support them, while those solutions will be 
dependent on some Evidence. 

The whole argumentation will be per-
formed in a specific context (represented 
here as the class Context). While GSN is 
generic, the Context class is a connection 
to a specific application domain. To de-
scribe contexts, we will need a domain-
specific ontology. Figure 7 shows a small 
portion of such an ontology for our run-
ning example – classification of for-
mations of a 3 marines plus one robot 
team. This figure shows just the classes 
from this small ontology, whose proper-
ties are listed in Table 4. The structure of 
the requirements for an assurance case for 
this scenario will make use of both the 
GSN ontology and the domain-specific ontology shown in Figure 7. The structure of the goals, 
along with the rest of the necessary specifications, will follow the argumentation structure shown 
in Figure 4.  

Various scenarios will be devel-
oped for the purpose of formal 
analysis, simulation and exper-
imentation. The inference en-
gine will be used to derive con-
clusions regarding (in this case) 

Table 4. Properties from the Domain Ontology 

Figure 6. A Top-level GSN  
Ontology with Property Names 

Figure 7. A Simple Domain Ontology with Property Names 
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the classification of the formation of the team. These conclusions will be documented using 
OWL language and stored in the Knowledge Repository in the form of RDF triples – one of the 
ways to serialize OWL facts. The OWL inference engine will be used to derive classifications, 
while the traces of the inference will be used to form solutions and evidence. 

Since OWL is based on the OWA, its inferences will be “conservative”, i.e., OWL will not pro-
nounce that a specific formation is not a column formation because there is a lack of full support-
ing information, i.e., OWA does not infer that something is false based on the lack of evidence 
that it is true. To address this issue, the Shapes Constraints Language (SHACL) is able to explic-
itly represent constraints that need to be satisfied for something to be pronounced true. A 
SHACL engine will thus supplement the OWL/ontology base reasoning. It will be able to infer 
negative conclusions. For instance, if we specify that in order to infer that a specific configura-
tion of team members (e.g., alignment in two parallel lines) is necessary for the column for-
mation and this is not the case, then SHACL will identify the violation of such constraints and 
thus will support precise reasoning.  

We have described multi-
domain modeling formalisms, 
abstractions and DSMLs for 
the representation of compo-
nents used to derive assur-
ance cases to TA3. TA3 will 
use property assessment e.g. 
safety, liveness, consistency, 
etc. [Groza], assurance cases 
consisting of proofs parame-
ters of physical evidence link-
ing conditional evidence and 
(sub)claims to perform finer-
grained, design time assur-
ance case checks. Discovered 
modeling exceptions will be 
fed back to our original 
SysML models for refine-
ment. 

AFACTS will also provide a 
two-level dynamic Bayesian 
network (DBN) to enable higher-fidelity risk analysis during design phases. The higher level 
DBN considers the coupling across LE-CPS subsystems, whereas the lower-level DBN considers 
the interactions within each subsystem. The structure of the lower-level DBN depends on the un-
derlying subsystem architecture, e.g., synchronous or asynchronous. This DBN framework can 
be used as a surrogate model to estimate the performance of all components when they are inte-
grated into an LE-CPS. Surrogate modeling is useful to compare alternative design configura-
tions quickly [Dubey2]. TA1 will provide all above tools and framework to TA4 winners. 
I.C.2.2. Detailed TA2 Technical Rationale ‒ Real-time Operation VErified Reconfigurator (ROVER) 

Figure 8. TA2 interaction with TA1 & TA3 
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I.C.2.2.1 Overview 
The Real-time Operation VErified Reconfigurator (ROVER) is a quality-of-service-aware assur-
ance monitoring and control platform for Learning-Enabled Cyber-Physical Systems (LE-CPS). 
It will play a key role in the TA2 portion of the AFACTS project as shown by the TA2 box in 
Figure 8. This section describes the integration of ROVER with TA1 and TA3 performers in 
AFACTS and explains how ROVER will meet the technical goals identified earlier. 

Figure 8 depicts the TA2 interaction with TA1 and TA3 at a high level.  In the figure, a hypo-
thetical flow of data from A to B is depicted by a solid directed arrow from A to B.  Flows of 
control (A drives B) are denoted by dashed directed arrows from A to B.  Informational nodes 
are rectangular whereas process nodes are parallelograms.  Figure 8 will be referenced extensive-
ly within this section. ROVER’s capabilities will be exposed to the other TAs via a set of QoS-
aware middleware APIs, services and MIC tools amenable to scalable deployment in a cloud 
computing environment. These services will be accessed via RESTful APIs.  
I.C.2.3.2 ROVER Internal Operation 
ROVER will contain a goal-based QoS-aware monitoring and control platform that continuously 
and dependably checks the overall correctness of component execution within an LE-CPS to en-
able: 

● Reactive corrections, e.g., in response to violations of a confidence case that have already 
occurred, such as UTACC being unable to classify the fire team’s formation,  and 

● Proactive corrections, e.g., for expected violations of a confidence case based on measured 
degradation of QoS, such as increases in the latency that position data is received regarding 
the squad members, as well as 
measures of the health of confidence cases dependent upon evidence observed and emitted 
by the TA3 Confidence Engine (CE), such as very low confidence in UTACC’s classification 
of the fire team’s formation. 

ROVER will enable the monitoring and control of guards that ensure the QoS, structural and be-
havioral variability of individual and aggregate components specified by models provided by 
TA1 performers remain within the expected statistical bounds. These guards will be used to en-
sure safety, e.g. preventing UTACC from making decisions that could injure squad members 
when it is unsure of their positions. The functionality performed by ROVER in TA2 will provide 
the capabilities described below. 
I.C.2.3.2.1 Ingesting TA1 Models into ROVER Monitoring and Control Services 
TA1 will provide the specifications of the goals and the expected distributions of sensor values 
against the control actions that should be observed by ROVER services at run-time, e.g. the la-
tency and accuracy of positional data and formation classifications. The goal of the TA2 MIC-
based tools is to convert these high-level component specifications described with respect to sys-
tem sensor values into statistical tests that run as the system is operational, e.g. sampling a subset 
of position updates to ensure timeliness without adversely impacting timeliness via the sampling. 

To achieve this goal, ROVER MIC-based tools will map system models defined by the TA1 
team via high-level formal documents specifying requirements, goals, and component implemen-
tation artifacts via the Goal Structuring Notation (GSN). Inputs from these models (shown as 
flows II and III in Figure 8) will define key component properties, such as QoS bounds and re-
quirements for distribution and replication, via formats that can be ingested and processed by the 



AFACTS Volume 1: Technical and Management Proposal 

Use or disclosure of data contained on this sheet is subject to the restriction on the title page of this proposal  19 

QoS-aware monitoring and control platform provided by ROVER (shown within the TA2 por-
tion of Figure 8). For example, these goals will specify that UTACC needs to maintain high ac-
curacy understanding of relative squad positions and how that translates into raw inputs from 
GPS, inertial, and other sensor measurements. 
I.C.2.3.2.2 Lightweight Statistical Monitors (LSM) 
ROVER’s instrumentation capabilities (shown within the TA2 portion of Figure 8) will use the 
inputs from TA1 outlined above to automatically synthesize Lightweight Statistical Monitors 
(LSM). These monitors will compare system QoS and behaviors over a time window against 
several sources collected dynamically at run-time, including: 

● Metrics collected internally over a time period that compare the observed sensor values and 
the control actions, viz. ROVER can determine that the autonomous system is moving at a 
rate which is greater than the 90% confidence interval prescribed by TA1 when the squad is 
grouped closely together. Such probabilistic correlations can be learned at design-time using 
Gaussian Mixture Models and then computed at run-time analytically. Any violations identi-
fied via specifications processed by ROVER’s Alert Management Service (AMS) (described 
in §I.C.2.3.2.4) will be then sent to TA3 (see blue arrow connecting 2.b and 3.g in Figure 8). 

● Measures of the validity of evidence—known as “confidence cases”—emitted by TA3 
(shown by the green arrow labeled 3.j from TA3 to TA2 in Figure 8) to convey information 
that will enable TA2’s reactive correction engine to address the underlying source of prob-
lems. The TA3 Confidence Engine can inject probes into components within running appli-
cation managed by TA2 (again shown by the blue arrow connecting 2.b and 3.g in Figure 8). 

ROVER partitions LE-CPS into the following two classes of systems: (1) training-based sys-
tems, which are trained at design time using a training dataset and then validated with a test da-
taset, and (2) learning-based systems, which are trained during the run-time operation of an LE-
CPS. In either case, the whole sample space of sensor data describes the context that the ACPS 
has observed before (either in training or during operation). These two classes don’t form all 
possible operational contexts. The goal of ROVER’s run-time assurance system is twofold: (1) 
find the probability that the currently observed context has been seen before and (2) find if the 
current actual actions fit well within the distributions seen in the observed context. An operation-
al context typically comprises of several inputs. At design-time, ROVER will compute the sensi-
tivity of each input in the context to the classification result. These sensitivity results will then 
guide the choice of additional training and testing contexts. 

The first step when ROVER in used for safety-critical operations is to check if a new context has 
been experienced before, which requires storing all training/testing contexts appropriately (e.g., 
storing images as matrices). The set of current sensor values will be compared periodically 
against the stored distributions. If the set of current sensor values fall below a given threshold 
this indicates the context has not been observed before. If the new context is observed longer 
than a set time then the LSM can raise an alert and transfer the LE-CPS to a simplex controller 
that provides a higher level of assurance. The set time have an upper bound determined based on 
the dynamic behavior of the system. 

If a context has been observed before, the LSM use the Bayesian network created at design time 
for each component to predict the distribution of the output values and then compare them with 
the observed data. Due to uncertainty, this comparison is based on a probability distribution, 
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while a test output is a point-value. Thereafter, the LSM periodically computes the confidence in 
the component operation by checking the probability distribution of the observed error distribu-
tion (comparison of observed distribution with expected distribution) and if the confidence is be-
low a threshold the LSM can raise an alert via ROVER’s Alert Management Service (AMS) (de-
scribed in §I.C.2.3.2.4). 

To make our LSM approach computationally efficient, we will investigate the use of probabilis-
tic models, such as Gaussian Mixture Models (GMM) and Gaussian Copulas (GC), which can be 
analytically analyzed (instead of a Bayesian network). The dependence between the components 
can be modeled as a set of correlations (linear functions) as opposed to complicated relationships 
that are used in a Bayesian networks. Our LSM can also compare error distribution for the sys-
tem level goal values. The use of a GMM and a GC represent a lower fidelity abstraction com-
pared to a Bayesian network. Such low fidelity abstractions can be used during run-time risk 
analysis where time is critical. For performance monitoring, we propose to investigate dynamics 
variations of GMM and GC. GMM and GC typically consider continuous variables. We can 
therefore build several GMM models corresponding to each discrete state of the system. 
I.C.2.3.2.3 Adaptive Reconfiguration Management Service (ARMS)  
At the heart of ROVER is an Adaptive Reconfiguration Management Service (ARMS), which is 
QoS-aware middleware that performs actions which attempt to remedy problematic confidence 
cases by adjusting and/or adaptively reconfiguring relevant LE-CPS resources and properties e.g. 

● QoS levels, e.g., by adjusting the priorities of end-to-end strings of operational components 
that are logically and/or physically interdependent, 

● Structural relationships, e.g., creating replicas to manage faults and balance load, and 
● Dynamic behaviors, e.g., replacing defective or non-optimal implementations with alterna-

tives that are better suited for the context in which they execute. 

ROVER’s ARMS middleware will schedule the Lightweight Statistical Monitors (LSM) (see 
§.C.2.3.2.2) in parallel with executing component tasks by running monitors during available 
slack time. If the end-to-end task schedule is well-defined (e.g., in a time-triggered LE-CPS) 
these slack times are known a priori, so ARMS can generate a monitor schedule that does not 
affect real-time task execution. Each LSM will aggregate component inputs and outputs, estimat-
ing the QoS using either a physics-based model or a test-based model created in TA1 from pre-
viously observed data relationships between component inputs, system sensors and outputs. As 
discussed in §I.C.2.3.2.2, our LSM approach is based on Gaussian mixture models that can ena-
ble analytical inference at run-time and be trained based on the studies and simulation in TA1. 

ROVER’s ARMS middleware will also compose component QoS variations to estimate the dis-
tribution of QoS of the overall LE-CPS goals. A surrogate model built using the design assurance 
tools created in TA1 will help in this estimation. Run-time probes deployed by TA3’s Confi-
dence Engine will then perform statistical tests against the observed system-level distributions 
and emit confidence cases (shown by the green arrow labeled 3.j from TA3 to TA2 in Figure 8) 
to TA2. ROVER’s ARMS middleware will combine these confidence cases with its fault propa-
gation model. Deviations from the models will be conveyed back to TA3 by ROVER’s Alert 
Management Service (AMS), described next in §I.C.2.3.2.4. 
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I.C.2.3.2.4 Alert Management Service (AMS) 
When the significant statistical deviations are detected by the Lightweight Statistical Monitors 
(LSM) described in §I.C.2.3.2.2. ROVER’s AMS is used to propagate these alerts to the appro-
priate handlers, such as the TA3 Confidence Engine (shown by the blue arrow connecting 2.b 
and 3.g in Figure 8). These alerts are propagated to TA3 in a reliable and timely manner so the 
dynamic assurance models managed by TA3 can help to identify remediation for emergent be-
haviors that were not anticipated by TA1 at design-time. 

For example, after being notified by ROVER’s AMS, TA3’s Confidence Engine will work in 
conjunction with ROVER’s ARMS middleware to identify, isolate, and attempt to remedy prob-
lems at run-time by adjusting relevant platform resources and properties, such as the QoS levels, 
structural relationships, and dynamic behaviors discussed in §I.C.2.3.2.3. 
I.C.2.3. Detailed TA3 Technical Approach ‒ Dynamic Assurance Inferencing System (DAIS) 
DAIS will fulfill the role of a TA3 performer in the AFACTS project.  In this section, we outline 
the integration of DAIS with other team performers and describe how the technical goals identi-
fied earlier will be met. 
I.C.2.3.1 Overview 
Architecturally, DAIS functionality will be exposed as a set of web services amenable to scalable 
deployment in a cloud computing environment.  These services will be accessed via RESTful 
APIs.  Artifacts consumed and emitted during an analysis workflow that do not significantly af-
fect run-time performance will be stored in a central knowledge repository (triple store) shared 
between performers.  Performance critical run-time data (e.g., evidence) will be passed directly 
through an appropriate TA3 REST API. Figure 8 (shown in §I.C.2.2.1) depicts the TA3 interac-
tion with TA1 and TA2 at a high level and will be referenced heavily within this section. 

Internally, DAIS operations are divided into design and run-time behaviors.  In Figure 8, those 
dataflows and processes in the upper portion of the TA3 box represent design-time operations 
where those in the lower portion correspond to run-time operations. The SDD (1.a) and require-
ments document (1.b) are the primary inputs to TA1 in the form of high-level formal documents 
specifying requirements and goals. One of our initial assumptions is that these documents are 
formalized as low-fidelity claims (or goals) using an OMG-compliant form of GSN [SACM]. 

TA1 performs formal verification (1.c, which emits proofs that take the form of unconditional 
evidence), simulation (1.d, which emits observations about the software’s sensitivity to its envi-
ronment and form the basis for the inference of conditional evidence), and testing (1.e, which 
emits observations about the software’s nominal behavior during testing) using 1.a and 1.b as 
inputs.  The results of these operations are converted into a normalized vocabulary and inserted 
into the knowledge repository (triple store).  Upon completion of these tasks, TA1 initiates con-
trol flow I, which is the trigger for the TA3 design-time operations that ultimately result in the 
synthesis of new assurance cases. 

The output dataflows of TA3 are shown with green arrows in Figure 8.  During design-time, DA-
IS emits synthesized assurance cases, which are stored in the knowledge repository.  At run-time, 
these assurance cases are evaluated and a structure representing ratiocination that supports or re-
jects the claims contained within each AC is provided to TA2.  These evaluated ACs serve as 
stimuli for reactive components injected into the original application by TA2 ensuring software 
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goals software are met at run-time. TA2 understands the reactive mechanics whereas TA3 pro-
vides enough detail to achieve meaningful reactive behaviors. 

There is a TA3 recurrence between design- and run-time shown in Figure 8, highlighted by the 
double-lined green dataflow connecting the detect emergent process within TA3’s run-time sys-
tem to the ratiocination engine design time component.  This recurrence indicates the discovery 
of some unforeseen emergent behavior relevant to the assurance of the system, which triggers the 
emission of new or revised assurance cases during live software execution.  This ability to ac-
count for emergent behaviors is a key discriminator of AFACTS and the means by which it is 
achieved is described below. Also shown in Figure 8 for completeness are control flows II (TA1 
triggers the TA2 workflow at design time), III (TA1 performs testing of the running software at 
design time), and IV (the software encounters some external stimuli as it executes in its deployed 
environment at run time). 
I.C.2.3.2 DAIS Internal Operation 
DAIS functionality is abstracted into two 
core internal components that correspond 
to design/run time operations in the fol-
lowing: a Ratiocination Engine performs 
design time synthesis of assurance cases, 
and a confidence engine performs run-
time evaluation of those assurance cases. 
I.C.2.3.2.1 Ratiocination Engine 
The Ratiocination Engine (RE) synthe-
sizes high fidelity assurance cases from 
low-fidelity, claim-oriented GSN assur-
ance case templates provided by TA1. The RE operates by applying domain knowledge (3.a in 
the Figure 8) to rules (3.b) describing various proving strategies (e.g., deduction, forward induc-
tion, eliminative induction). These inputs are applied to evidentiary knowledge gleaned from 
TA1 analytics (1.c, 1.d, 1.e) retrieved from the knowledge repository (3.c) by the RE, resulting in 
synthesis and publication of fine-grained assurance cases (3.d, 3.e). 

A design goal and risk mitigation strategy of the RE system will be to enable plug-and-play 
proving strategy rulesets (e.g., deductive, forward inductive, eliminative inductive, defeasible) on 
a per-AC basis. The RE doesn’t rely upon any single framework for AC creation and evaluation, 
which accounts for the varied applicability of different techniques under different circumstances 
(deductive reasoning works well for certain mathematically-oriented claim types where more 
abstract claims with incomplete evidence require inductive proof techniques).  

To show how the RE will operate, we will reference our UTACC fire team motivating example.  
Recall, UTACC’s formation detection algorithm is heavily dependent upon the retrieval of accu-
rate location information (typically provided by GPS or inertial sensors).  The following three 
hypothetical claims describe this dependency (the inputs are provided in GSN and OWL): 
CA.        The system operates in a safe manner     
CB.        Distance not too close to DMZ (distance > 1km) 
CC.        Location error of GPS sensor not too large (error < 10m SEP95) 
These claims represent the granularity of assertions typically found in requirements and design 

Figure 9. Ratiocination Example 
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documents. They could be combined into a hypothetical high-level deductive argument support-
ing proposition A as follows: RSA: (CB ∧ CC) → A. This template is depicted as “AC template” 
at the top left in Figure 9, with the deductive implication depicted as parallelogram “RSA” (rea-
soning step A). The figure illustrates operation of the RE on the template (edge a in the figure) to 
produce a high-fidelity assurance case (f) using domain knowledge (b), evidentiary knowledge 
(c), and a proof ruleset (d) via inferred knowledge (e) and is outlined below. 

The AC synthesis process begins with evidence binding to answer the questions (1) what uncon-
ditional evidence provided by TA1 is indicative of claim X? (2) what conditional evidence pro-
vided by TA2 is indicative of claim X? and (3) what is the uncertainty of these mappings given 
domain knowledge? For example, claim CB above (distance from DMZ > 1km) is deter-
mined by the predicate distanceToDMZ() < 1km, which manifests as evidentiary step ESB 
dependent upon evidentiary parameters E1 (current location of the sensor) and E2 (current DMZ 
definition). The uncertainty of this evidentiary step is equal to the prior uncertainty of measure-
ments E1 and E2, constrained at design time by TA1 formalisms in the case of unconditional evi-
dence or at run-time by TA2 in the case of measured conditional evidence (note that it is uncer-
tainty of the measurement that must be constrained during evidence binding, not the value itself).  
The result of evidence binding is the creation of one or more evidentiary steps (depicted as 
ESB,D,E in the figure above) for naked claims (e.g., CB, CC).  Evidentiary steps [Rushby] apply 
rules from the reasoning ruleset to one or more given instances of evidence (conditional or not) 
to dynamically support or reject some claim given evidence with some degree of certainty.  For 
example, a rule from the deductive framework for ESB (supporting claim CB above) would de-
pend upon the existence of E1 and E2 and the certainty of those measurements. 

The second step in AC synthesis is claim expansion.  Claim expansion attempts to recursively 
subdivide claims into subordinate claims or evidentiary assertions until all leaf nodes of the 
claim graph are evidentiary.  This expansion is achieved using a combination of domain 
knowledge and a ruleset.  For example, claim CC (location error not too large) can be expanded 
into subordinate claims using the following knowledge and a deductive ruleset (1) GPS signals 
are degraded when line of sight is occluded and (2) GPS signals can be jammed or spoofed. 
From this ruleset we can derive subordinate claims to CC: 

CD.        GPS signal not occluded 
CE.        GPS signal not jammed/spoofed 

Using the deductive reasoning step: RSC : (CD ∧ CE) → CC. The evidence binding step is then 
performed again to determine evidences for CD and CE. Claim CD is supported by measurements 
about occlusion (E3: isStructureOccluding, E4: isTerrainOccluding, E5: 
isFoliageOccluding). Claim CE is supported by a single measurement about jam-
ming/spoofing (E6: signalIntegrity). The process is then completed because all leaf nodes 
are evidentiary.  The high-fidelity AC that results from this hypothetical workflow is shown at 
right in Figure 9, with the inferred knowledge relevant to claim CC explicitly shown in the 
dashed “Inferred knowledge” box and the resultant expanded claims shown highlighted in blue. 
I.C.2.3.2.2 Confidence Engine 
The Confidence Engine (CE) produces confidence cases from assurance cases. A confidence 
case [Goodenough] consists of (1) an assurance case, (2) confidence values for each claim in the 
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assurance case, (3) a rationale for the assigned values based on observed evidence.  As in Figure 
9, confidence cases are used to stimulate reactive mechanics injected into the application by 
TA2. The CE operates by ingesting assurance cases synthesized by the RE (3.f in the figure) and 
metrics published by probes injected into the running application by TA2 (2.b/3.g). The CE then 
evaluates the ACs and emits confidence cases (3.j) to reactive logic injected by TA2.   

The confidence cases constructed by the CE and provided to TA2 must carry an actionable ra-
tionale that enables TA2 to address the underlying source of problems. This rationale must align 
with remediation strategies enumerated at design time of which TA2 is aware. A high-level 
claim about safety defined in an AC may be violated because GPS accuracy guarantees are void-
ed by observed evidence indicating terrain occlusion. In this case TA2 should revert to an inertial 
guidance strategy. Contrast this with a safety violation caused by proximity to a DMZ where the 
corrective action would be to move immediately away from the DMZ.  

The interplay between TA2 and TA3 is more complex than hinted above in Figure 8. It would be 
wasteful (and significantly impact performance) for TA2 to continuously report all its gathered 
metrics to TA3 along the critical execution path. TA2 implements a more scalable strategy via an 
off-thread filter-and-alert mechanism that pushes alerts to a TA3 API infrequently unless condi-
tions indicative of problems are observed (in which case an alert is pushed immediately to TA3).  
TA3 can selectively requery TA2 retrieving metrics relevant to potential problems without rely-
ing on TA2 to publish a full dump of all metrics (many irrelevant at a given point in time). 

The DAIS goal is to allow plug-and-play rule engines. The confidence engine is aware of the 
logical rule framework under which each claim in an assurance case is asserted. If a claim is as-
serted using deductive rules, it will be evaluated deductively with absolute confidence whereas 
inductive rules will be applied with confidence values based upon defeasible metrics [Pol-
lock][Weinstock] or partial induction [Bloomfield] as appropriate. 

One of the most ambitious DAIS goals is the ability to identify emergent behaviors unforeseen 
during design-time and then synthesize new assurance cases to deal with these conditions. There 
are no evidentiary or reasoning steps, in the previous UTACC scenario, that relate GPS signal 
integrity to weather conditions. Suppose that weather conditions (specifically cloud cover) are 
known to attenuate GPS signals. If, during execution, TA3 received metrics indicate a loss of 
GPS signal without also observing evidence supporting occlusion or jamming, this would trigger 
abductive logic [Hobbs] that would attempt to account for the observed behavior (recall that ab-
duction is a process of moving from observation to hypothesis).  

When a suitable explanatory hypothesis is discovered (cloud cover), it is woven back into claims 
to update existing assurance cases (to check future assurance cases). The normalized uncertainty 
value carried by an abduced relationship will reflect (1) the existence of any corroborative evi-
dence (e.g., sensor data indicating cloud cover) and (2) the number of abduced hypotheses that fit 
some observed phenomenon (less possible hypotheses indicate less uncertainty). If no suitable 
hypothesis can be abduced (after applying an uncertainty threshold), the event can still be report-
ed to human operators, examining the event to determine for assurance case update.  

The Risk Management Section (§I.D.3) combines technical risk identification with risk mitiga-
tion and impact.  
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I.D. Management Plan  
I.D.1 Team Organization 
The AFACTS team is composed of leading in-
dustry and academic partners specializing in 
autonomous control systems research, devel-
opment, test, and evaluation. SNC is the Prime 
Contractor and has partnered with Securbora-
tion, Vanderbilt University, and Northeastern 
University as subcontractors. This arrangement 
is shown below in Figure 10, along with project 
responsibilities for each teammate.  

Under the AFACTS program, SNC has a con-
tractual relationship with DARPA and acts as 
the primary point of contact for communication 
between the Government and contractor team. 
Each AFACTS team member has informal relationships with DARPA, however, to ensure com-
plete, clear, and continuous communication throughout program execution.  

Dr. Jeff Smith is the PI for the project. Dr. Smith has worked with all AFACTS partners previ-
ously, including collaboration on several DARPA-sponsored efforts. Additional information on 
key personnel, unique capabilities, planned effort towards this project, and responsibilities is in-
cluded in the Personnel, Qualifications, and Commitments section below. 

I.D.2 Program Management 

The AFACTS team expertly manages the technical delivery of an innovative and comprehensive 
assured autonomy solution while ensuring objectives for cost, schedule, and quality are met or 
exceeded. As Prime, SNC tailors program management processes based on industry standards, 
such as Defense Acquisition University (DAU) and Project Management Body of Knowledge 
(PMBOK) to fit the unique needs of the program and stakeholders. The program management 
team performs multiple iterations of the design, development, and test process to implement a 
system solution with greater fidelity to DARPA’s needs based on continuous communication 
with the DARPA Program Manager. The AFACTS team establishes specific processes for re-
porting, risk management, and configuration management to provide DARPA insight and confi-
dence into the day-to-day program management. 
  

Figure 10. AFACTS Team Organization 
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I.D.3 Risk Management 
Table 5 summarizes the key technical risks faced by the TAs in this program and describes how 
AFACTS will address and/or mitigate these risks.  

Table 5. AFACTS Addresses Technical Risks Through Mitigation Options & Decision Points in the Project Plan 

Risk (by TA) Impact Addressed/Mitigated by 
(TA1) Difficulty formally ana-
lyzing LE component nonlineari-
ties as model reachability com-
putations are often intractable  

Non-robust 
designs 

Multiple validation approaches with ad-
vances in dependence learning, uncertainty 
aggregation & QoS management devel-
oped with TA4 and team-provided auton-
omous platforms  

(TA1) Resiliently monitoring 
and enforcing QoS (QoS) con-
straints of LE-CPS computations 
that operate dependably across 
failures & attacks 

Faulty iden-
tification  of 
failure caus-
es  

Develop framework for probabilistic QoS 
assurance that combines advances in de-
sign-time analysis and run-time platforms 
to safely & dependably handle environ-
mental condition variations  

(TA2/TA3) Potentially over-
whelming amount of metrics re-
lated to evidence passed from 
TA2 to TA3 

Low perfor-
mance & 
QoS 

Filter & re-query approach in which  TA2 
issues a small number of alerts & TA3 so-
licits additional metrics as-needed  

(TA3) Hard to synthesize ACs 
directly from engineering arti-
facts 

Synthesis of 
low quality 
ACs 

Meet-in-the-middle approach where coarse 
grained ACs are augmented with domain 
knowledge to produce high-fidelity ACs 

(TA3) It is unclear whether one 
AC confidence evaluation 
framework is appropriate for all 
AC claims 

Spurious 
confidence 
values 

Generic evaluation architecture agnostic of 
any single confidence framework 

(TA3) Emergent conditions that 
cannot be anticipated at design 
time 

Spurious 
confidence 
values 

Abductive logic to dynamically synthesize 
new AC constructs that account for emer-
gent conditions 
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I.E Personnel, Qualifications, and Commitments  
The AFACTS team is led by acknowledged industry and academic experts in model based soft-
ware, large scale software development, distributed applications, and formal methods. Table 6 
expands upon the qualifications of key personnel from Sierra Nevada Corporation (SNC), North-
eastern University (NU), Vanderbilt University (VU), and Securboration.  

Table 6. AFACTS Combines Top Leaders in key Model-Integrated Computing, Generative Programming,  
QoS-aware Middleware, and Formal Methods technologies and standards 

 Role PhD. Institution Clearance 
Dr. Jeff Smith Principal Investigator (PI) technical lead 

on AFACTS 
Northeastern U TS/SCI 

Dr. Smith is a SNC Chief Systems Engineer leading the E2 Programs described in this docu-
ment. He was a Chief Scientist at BAE and Director of Mercury Computer Labs. He has 40 
years-experience in technologies, e.g. SDR, secure network protocols, OSs, simulation, multi-
sensor fusion, random optimization, formal methods, and agent and object oriented software 
engineering domains. He has written extensively on UML for modeling ontologies and formal 
methods. He is co-chair of OMG Analysis and Design Task Force and chair of OMG Software 
based Communication Working Group, Senior ACM Reviewer/IEEE member. PhD research 
on UML formalization and transformation [Smith1] [Smith2]. PI on DARPA SHARE, ANTS, 
PERFECT and leading role on SoSITE Programs. 
Dr. Doug 
Schmidt 

Vanderbilt University TA2 lead UC Irvine TS/SCI 

Dr. Douglas C. Schmidt is the Cornelius Vanderbilt Professor of CS at Vanderbilt University.  
He has published 12 books and more than 600 technical papers on a range of software-related 
topics, including patterns, optimization techniques, and empirical analyses of frameworks and 
model-driven engineering tools that facilitate the development of mission-critical middleware 
and mobile apps running over wireless/wired networks and embedded system interconnects. 
From 2010-2014 he served a member of the Air Force Scientific Advisory Board, where he 
served as Vice Chair of a study on Cyber Situational Awareness for Air Force mission opera-
tions. Dr. Schmidt also served on the Advisory Board for the Future Airborne Capability En-
vironment (FACE) and was recently co-lead of a task area on "Published Open Interfaces and 
Standards" for the US Navy's Open Systems Architecture (OSA) initiative. From 2000 to 2003 
Dr. Schmidt served as a Deputy Office Director and a Program Manager at DARPA, where he 
led the national research and development effort on middleware for distributed real-time and 
embedded (DRE) systems. He has also made significant contributions to international stand-
ardization efforts, such as the OMG Real-time CORBA and Data Distribution Service (DDS) 
specifications that are widely adopted as the basis of DoD combat systems. Dr. Schmidt has 
led the development of ACE, TAO, and CIAO for the past three decades.  These open-source 
middleware frameworks and model-driven tools constitute some of the most successful exam-
ples of software R&D ever transitioned from research to industry, being widely used by thou-
sands of companies and agencies worldwide in many domains, including national defense and 
security, datacom/telecom, financial services, healthcare, and online gaming. 
Manfred Koethe SNC TA1 co-lead U. of Karlsruhe Secret Pend-

ing 
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Manfred Koethe is Lead Principal Engineer at SNC, leading the Model-oriented Development 
Environment R&D Project, which focuses on automated software assessment and on the pro-
duction of secure and reliable code directly out of models. He has a deep background in ob-
ject-oriented, semantic and functional modeling, federated real-time systems, Agent technolo-
gy, and pattern-based formal model analysis. At OMG he is leader of the Agent Submission, 
co-author of the MOF and SMOF, MOF2RDF and executable UML (fUML) standards, co-
chair of the UML and MOF Task forces and elected member of the OMG Architecture Board. 
In the past he was co-lead of the Federal Enterprise Architecture OSERA project and chief ar-
chitect of the two European R&D projects PISA and VEGA 
Dr. Mitch Kokar Northeastern University TA1 co-lead Northeastern U Secret 
Mieczyslaw “Mitch” Kokar is a Professor in ECE at Northeastern University. He is an active 
researcher in Situational Awareness, Cognitive Radios, Information Fusion, Ontologies and 
Semantic Web and Self-Controlling Software. His research focuses on the formal semantics of 
communication among heterogeneous computer and human agents. He has authored over 200 
journal/conference papers and two books. Currently he is one of the Co-PIs on the DARPA 
CONCERTO program. He was a Co-PI in the Autonomous Negotiating Teams (ANTS) for 
which the PI was Jeff Smith of BAE. He was also a PI for the DARPA Agent Markup Lan-
guage (DAML), which later became Web Ontology Language – OWL.  Currently, he is work-
ing on a DARPA supported STTR project that is aligned with the Radio Map program. Addi-
tionally, he is part of the BAE team on the DARPA SSPARC program. For over three years, 
he served in the role of advisor to Dr. Preston Marshall in relation to the DARPA programs 
XG, DTN and WNaN. Dr. Kokar was a PI on the AFRL project Trusted Autonomy and V&V. 
The main focus of this project was detection and learning of emergent behaviors.  
Lee Krause Securboration TA3 lead Rochester IT 

(RIT) 
TS/SCI 

Mr. Krause has authored over 14 approved/pending patent applications for innovations ranging 
from automatic code parallelization to the optimization of systems based on models.  Mr. 
Krause currently leads the AFRL Stampede effort focused on developing tools to provide 
commanders with a mission centric view that improve mission assurance and mission aware-
ness.  Mr. Krause supports the BRASS effort for the BBN immortals team focused on Seman-
tic Web mapping tools that link Java programming abstractions to semantic concepts defined 
in an ontology.  Along with bytecode analysis tools for building semantic models of applica-
tion architecture from compiled artifacts that utilize these abstractions.  Mr. Krause is an ac-
complished PI supporting both SBIR and BAA programs for the DoD and NIH and has over 
30 years of experience developing major DoD systems such as Joint STARS, the Satellite Data 
Handling System, and the Air Force Global Weather Systems.   Mr. Krause serves on the Ad-
visory Board for Florida Tech Computer Engineering Department and serves as an active 
member of Florida Tech Research Park Tech Council focused on technology transition. 
 
As shown in Table 6, not only does our team have a long track record of success transitioning 
various middleware and application technologies commercial industry and defense industry base 
(see §II.B.1), the AFACTS team also has a long history of success transitioning technologies into 
broad adoption via open standards. These successful engagements with standards organizations 
provides yet another means for the AFACTS team to transition their work on the Assured Au-
tonomy program from research into practice. 
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For example, Douglas C. Schmidt has made significant contributions to international standardi-
zation efforts of the Object Management Group's (OMG) Real-time CORBA and Data Distribu-
tion Service (DDS) specifications that are widely adopted as the basis of DoD combat systems 
and the telecom and CPS domains. He also served on the Advisory Board for the Future Air-
borne Capability Environment (FACE) consortium and was recently co-lead of a task area on 
“Published Open Interfaces and Standards” for the US Navy's Open Systems Architecture (OSA) 
initiative. 
 
Jeff Smith and Manfred Koethe have made significant contributions to the standardization of the 
OMG's Unified Modeling Language (UML) efforts. In particular, Jeff Smith is the co-chair of 
OMG Analysis and Design Task Force and chair of OMG Software-based Communication 
Working Group. Likewise, Manfred Koethe is the leader of the OMG's Agent Submission, co-
author of the OMG's MOF and SMOF, MOF2RDF, and executable UML (fUML) standards. In 
addition, he is co-chair of the UML and MOF Task forces and elected member of the OMG Ar-
chitecture Board. 
 
Time commitments for key individuals on the AFACTS team are shown in Table 7. 

Table 7. Time Commitments for Key Individuals on the AFACTS Team 

 
Key Indi-
vidual 

 
Project 

Status  Hours on Project 

 
 

Phase 1 
(18 Months) 

Phase 2 
(15 Months) 

Phase 3 
(15 Months) 

Jeff Smith Assured Autonomy Proposed 2241 1868 1868 

Enterprise Engine (E2) Current 729 607 607 

Doug Schmidt Assured Autonomy Proposed 1664 1144 1144 

Manfred 
Koethe 

Assured Autonomy Proposed 2241 1868 1868 

Enterprise Engine (E2) Current 729 607 607 

Mitch Kokar Assured Autonomy Proposed 390 325 325 

DARPA CONCERTO Current 240 200 200 

Lee Krause Assured Autonomy Proposed 315 273 263 

NIH-ISPS Current 500 200 0 
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I.F Capabilities  
I.F.1 Previous Accomplishments and Related Work  
Our team is unique in that it has a built-in technology transition plan for the AFACTS frame-
work, QoS-aware monitoring and control middleware, MIC tools, and our autonomous applica-
tion to a production-level set of safety-critical LE-CPS programs. This plan is summarized in 
Table 8 and described below. 

Table 8. The AFACTS Team Builds on a Solid Foundation of Research and Technology Transition Success 

RSMT (Robust Software Monitoring 
Tool)/BRASS 

Sponsor: ONR/DARPA PoP: 2014-2018 

Relevance: Validated the ability to leverage dynamic analysis to analyze, monitor, and enforce constraints on a 
CPS.  For AFACTS we plan to extend this body of research to constrain AcCPS to ensure safe operations. 
Summary: Securboration and Vanderbilt developed RSMT. RSMT uses code-level instrumentation to gather 
exemplar behavior models of software during unit, integration and validation testing.  When the software is de-
ployed, its actual behavior is compared to these models to determine whether untested (and potentially danger-
ous) behaviors are occurring. Securboration and Vanderbilt also actively participate in the BRASS program as 
part of the IMMoRTALS project led by Raytheon BBN.  IMMoRTALS is creating advanced program analysis, 
resource specification, program synthesis, and run-time techniques to manage resource-related changes in appli-
cation ecosystems. 

Distributed Real-time Autonomously Guided Op-
erations eNgine 

Sponsor: ONR/NGA PoP: 2016 -2017 

Relevance: The assurance framework in this proposal is based on one developed under the SNC Enterprise En-
gine (E2) program. We will extend this framework for AFACTS, as well as extend simulation and actual Ac-
CPS to provide a basis for metrics. 
Summary: DRAGON reduces UxS user/operator burden by communicating what tasks to perform and not how 
to perform them. DRAGON provides more accurate and rapid targeting services e.g. navigation and detection, 
recognition, tracking, and location of objects, increasing the standoff distances for manned platforms, and re-
ducing the amount of manpower required to deploy ISR assets. DRAGON autonomously detects, classifies, and 
identifies bridges, buildings, vessels, vehicles, and people (with weapons).  DRAGON also provides object of 
interest location, and course and speed in real-time for targeting operations. 

Unmanned Tactical Autonomous Control and 
Collaboration (UTACC) 

Sponsor: Marine Corps PoP: 2015-2017 

Relevance: The assurance framework in this proposal is based on one developed under the SNC Enterprise En-
gine (E2) program. We will also extend robot-marine maneuvering with 3 humans to perform cooperative ma-
neuvers with multiple robots. We will extend simulation and actual systems to provide a basis for metrics. 
Summary: The decentralized multi-unmanned manager enables manned-unmanned teaming under mission or-
ders. Developed a robot and simulation that replaced one U.S. Marine in a 4-Marine fire team moving across 
terrain & changing formations. UTACC’s AI engine assists Marines to manage multiple UxS platforms with 
one operator and accomplish the mission faster. UTACC provides automated mission planning, dynamic re-
planning as conditions dictate, unburdens operator yet keeps him in loop, one-to-many C2 of UxS platforms & 
Integrated Fires for improved ground battlespace awareness, increased maneuver time/space, economy of force. 

The Enterprise Engine (E2) family of programs, developed by SNC, consists of a semantic integra-
tion framework layered on top of a federated integration, communication, command, and control 
framework. The E2 technology has been an enabler for a multitude of projects, spanning a wide 
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range from safety-critical enterprise applications, as largely automating the Notice to Mariners 
process for the NGA, to unmanned vehicles as in the Distributed Real-time Autonomously Guid-
ed Operations eNgine (DRAGON), and the Unmanned Tactical Control & Collaboration 
(UTACC) programs. 

Vanderbilt University (VU) has a long history of developing and transitioning software technol-
ogies for QoS-aware middleware and applications. For example, the VU team has led the devel-
opment of ACE, TAO, and CHARIOT, which are widely used, open-source QoS-aware middle-
ware frameworks that implement patterns and product-line architectures for high-performance 
distributed real-time and embedded (DRE) systems.  These QoS-aware middleware platforms 
constitute some of the most successful examples of software R&D ever transitioned from re-
search to industry, being widely used by tens of thousands of developers in thousands of compa-
nies and agencies worldwide in many domains, including national defense and security, data-
com/telecom, financial services, healthcare, and online gaming. These QoS-aware middleware 
technologies are also commercially supported in open-source form by multiple companies, in-
cluding Riverace, Object Computing Inc., Remedy, and Micro Focus. 

I.F.2 Facilities 
We propose the SNC facility, called the Multi-Agency Collaboration Environment (MACE), at 
3076 Centreville Road, Herndon, VA 20171, as the primary work location for AFACTS. The 
MACE was established in 2008 as a consortium of industry and government partners designed to 
provide innovative technical, analytical, and process solutions to support a rapidly changing 
threat environment. MACE activities currently focus on data and system interoperability, open 
source analytics, artificial intelligence and machine learning applications, and perception man-
agement. The MACE operates out of more than 40,000 square feet within a state-of-the art de-
velopment environment optimized for the sharing and testing of ideas, and implementing tech-
nical solutions. 

   

 
Figure 11: Commercial Imagery Lab Facilities at the MACE 

This facility is currently leveraged by multiple federal agencies for collaborative, agile develop-
ment briefings and meetings.  The design of the facility was specially architected to enhance col-
laboration between engineers and teams working in the space and can accommodate different 
size teams and a variety of working environments, as shown in Figure 11. Project spaces for sen-
sitive efforts can be accommodated based on security classification or customer requirements. 
The MACE is accredited up to the Top Secret SCI level by the Defense Security Service and 
DIA, and has space to accommodate all levels of classification to include unclassified, law en-
forcement sensitive, secret and top secret.  
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I.G Statement of Work, Schedule and Milestones  
I.G.1 SoW 
Table 9 provides the Statement of Work (SOW) per Work Breakdown Structure (WBS), by 
Phase, for 48 months, which includes tasks and deliverables that enable execution of program 
goals where key milestones are tied to program deliverables. The deliverable numbers follow the 
scheme outlined in the deliverables and schedule that follow the statement of work (Figure 10). 

Table 9. The AFACTS Statement of Work 
WBS # Work Element Title 
1 Phase 1 Assured Autonomy Integration Tech-
nology Development 
1.1 System Engineering Objective: Participate in program TIMs and review meetings, develop requirements 

via team interaction 
1.1.1 Requirements Analysis Objective: Develop AFACTS requirements 
Approach: Conduct a requirements analysis based on developed use cases to prioritize AFACTS models to develop. Define capabilities of 
toolset to be developed, interface languages, and implementation design. Support ongoing coordination with team to identify technology 
insertion points. 
Deliverables (CDRL #): 2 Completion Criteria/Milestone: Delivery of Design Package by PI 2 
Supporting Orgs: SNC, VU, S, NU Duration (months): 9 
1.1.2 Technical Interactions and Reporting Objective: Participate in technical interchange and status review meetings 
Approach: Prepare for and participate in program kickoff, programmatic and technical reviews. Support weekly telephonic conferences to 
discuss the status of the work effort, key issues, and key emerging results. Participate in technical exchange meetings with internal and gov-
ernment team. 
Deliverables (CDRL #) 1,2,3,4,5,6,7 Completion Criteria/Milestone: Reporting completed Phase 1 demo 
Supporting Orgs: SNC, VU, S, NU Duration (months): 18 
1.2 TA1 - Research and Prototype Tools: Tool 
Development, model translation, and process 
development 

Objective: Develop tools for design and verification of learning enabled systems as 
well as multi-domain modeling formalisms, abstractions and languages for the repre-
sentation of learning-enabled components/systems 

1.2.1 Build tool framework Objective: Build tool framework to support cognitive agents, archetype modeling and 
SACM compliant models. 

Approach: Extend existing E2 Framework tools and techniques to support AcCPS with cognitive agent technology, compliant with SACM 
models, based on advanced formal reasoning and machine learning. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Toolset ready for delivery and evaluation by Phase 1 

demo 
Supporting Orgs: SNC,NU  Duration (months): 18 
1.2.2 Translate SysML models Objective: Translate SysML models to code, ontologies, simulation and formal com-

ponents used for pre-test before passing to TA2. 
Approach: Build translations needed to support multi-domain modeling formalisms, abstractions and languages for the representation of 
learning-enabled components/systems. 
Deliverables (CDRL #) 1,2,3 Completion Criteria/Milestone: Toolset ready for delivery and evaluation by Phase 1 

demo 
Supporting Orgs: SNC,NU  Duration (months): 18 
1.2.3 Develop validation, reasoning and simulation 
processes 

Objective: Develop validation, reasoning and simulation processes to report model 
constraint violations to testing and TA3 processes. 

Approach: Develop a validation process to uncover all possible constraint violations, co-simulation process to pre-test state machines at the 
model and simulation levels and formal processes to perform property assessment. 
Deliverables (CDRL #) 1,2,3 Completion Criteria/Milestone: Toolset ready for delivery and evaluation by Phase 1 

demo 
Supporting Orgs: SNC,NU  Duration (months): 18 
1.2.4 Perform tasks for tool delivery Objective: Package and test the AFACTS toolset to prepare for evaluation 
Approach: Test the AFACTS toolset to find and resolve software, design and deployment defects. Provide technical direction for tool chain 
assembly and delivery to team performers. Develop deployment package to include instructions on deployment, deployment testing, use, and 
evaluation of toolset. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Toolset Deployment Package tested per test plan and 

delivered by Phase 1 demo 
Supporting Orgs: SNC,NU  Duration (months): 1.5 
1.2.5 Experiment Support Objective: Support TA4 experimentation 
Approach: Provide tools to TA4, help TA4 address TA4 platform-specific challenge problems, contribute to TA4 from internal test applica-
tions, consult on the application of TA4 techniques to the target platform and participate with technology development teams working on the 
TA4 challenge problems. 
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Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Contributed to TA4 e.g. we've met their requirements 
during last 6 months of Phase 1 

Supporting Orgs: SNC,NU  Duration (months): 6 
1.3 TA2 - QoS-Aware Monitoring and Control 
Platform Development & Integration: Complete 
for TA2 Phase 1 

Objective: Produce qualified evidence regarding safety and correctness of the design 
and operation of LE-CPS 

1.3.1 Develop prototype model ingestion tools Objective: Ingest TA1 Models into ROVER Monitoring and Control Services  
Approach: Create prototype MIC tools that map system models defined in TA1 (which define QoS bounds and component distribution re-
quirements for the components) into input formats that can be processed by the QoS-aware monitoring and control platform developed by 
TA2. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Prototype MIC tools ready for delivery and evaluation 

by Phase 1 demo 
Supporting Orgs: VU, SNC, NU Duration (months): 18 
1.3.2 Develop prototype lightweight statistical 
monitors 

Objective: Synthesize lightweight statistical monitors from models 

Approach: Create prototype MIC tools that automatically synthesize lightweight statistical monitors compare system QoS and behaviors over 
a time window against expected QoS measures and measures of the validity of evidence derived dynamically from services provided by the 
TA3 team. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Prototype lightweight statistical monitors ready for 

delivery and evaluation by Phase 1 demo 
Supporting Orgs: VU, S  Duration (months): 18 
1.3.3 Develop prototype adaptive resource man-
agement service 

Objective: Attempt to remedy problematic assurance cases by adjusting and/or adap-
tively reconfiguring relevant LE-CPS resources 

Approach: Develop prototype adaptive resource management service middleware that performs actions which attempt to remedy problematic 
assurance cases by adjusting relevant platform resources and properties, such as QoS levels, structural relationships, and dynamic behaviors. 
Deliverables (CDRL #) 1,2,3 Completion Criteria/Milestone: Prototype adaptive resource management service 

middleware ready for delivery and evaluation by Phase 1 demo 
Supporting Orgs: VU Duration (months): 18 
1.3.4 Develop prototype alert management service Objective: Map alerts from lightweight statistical monitors to TA3 services  
Approach: Develop a prototype alert management service middleware that automatically triggers alerts when significant statistical deviation 
occurs and propagates these alerts in a reliable and timely manner to the dynamic assurance models managed by services provided by the 
TA3 team. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Prototype alert management service middleware ready 

for delivery and evaluation by Phase 1 demo 
Supporting Orgs: VU, S Duration (months): 18 
1.3.5 Experiment Support Objective: Support TA4 experimentation 
Approach: Provide tools to TA4, help TA4 address TA4 platform-specific challenge problems, contribute to TA4 from internal test applica-
tions, consult on the application of TA4 techniques to the target platform and participate with technology development teams working on the 
TA4 challenge problems. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Contributed to TA4 e.g. we've met their requirements 

during last 6 months of Phase 1 
Supporting Orgs: VU Duration (months): 6 
1.4 
TA3 - Research and Prototype Tools:  Complete 
for TA3 Phase 1 

Objective: Automate assurance case synthesis and run-time evaluation for LE-CPS 

1.4.1 Develop TA3 Service APIs Objective: Develop service API to support interfaces between TA1, TA2, TA4 
Approach: Define and develop the data types, protocols, and interfaces that will enable communication between the TAs 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Published API 
Supporting Orgs: S Duration (months): 18 
1.4.2 Gather/define domain knowledge relevant to 
CPs to support AC synthesis 

Objective: Extend the domain model to support the alignment of evidence to support-
ive Assurance claims 

Approach: Leverage Securboration's past experience in semantic modeling to develop a domain model relevant to the team challenge prob-
lems that supports claim synthesis 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Domain model delivery and evaluation by phase 1 

demo 
Supporting Orgs: S Duration (months): 18 
1.4.3 Implement Ratiocination Engine Objective: Develop tools to synthesize high-fidelity assurance cases from low-fidelity, 

claim-oriented GSN assurance case templates provided by TA1 
Approach: Design a RE that permits rulesets (e.g., deductive, forward inductive, eliminative inductive, defeasible) to be plug-and-play on a 
per-AC basis. Explore several relevant rulesets relevant to the team challenge problems. 
Deliverables (CDRL #) 1,2,3 Completion Criteria/Milestone: Toolset ready for delivery and evaluation by Phase 1 

demo 
Supporting Orgs: S Duration (months): 18 
1.4.4 Implement Confidence Engine Objective: Develop tools to support confidence cases, consisting of (1) an assurance 

case, (2) confidence values for each of the claims in the assurance case, (3) a rationale 
for the assigned values based on observed evidence. 
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Approach: Develop CE tool to ingest assurance cases synthesized by the RE and metrics published by probes injected into the running appli-
cation by TA2. The CE subsequently evaluates the ACs and emits confidence cases 
Deliverables (CDRL #) 1,2,3 Completion Criteria/Milestone: Toolset ready for delivery and evaluation by Phase 1 

demo 
Supporting Orgs: S Duration (months): 18 
1.4.5 Process Evidence Objective: Develop techniques to process evidence from TA2 that are aligned to 

claims in the Confidence Engine 
Approach: Dynamically identify evidence-to-claim mappings and requery TA2 for supporting evidence when confidence case integrity is 
low. Work with TA1 to define this requery API. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Toolset ready for delivery and evaluation by Phase 1 

demo 
Supporting Orgs: S Duration (months): 18 
1.4.6 Evaluate Dynamic Assurance Objective: Develop techniques to map violations to assurance case to corrective ac-

tions performed by the application 
Approach: Identify claim violations and map them to possible corrective actions. Work with TA1 and TA2 to understand these corrective 
actions and the conditions under which they should be enacted. Transmit the resultant information to reactive code regions injected into the 
application by TA2. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Toolset ready for delivery and evaluation by Phase 1 

demo 
Supporting Orgs: S Duration (months): 9 
1.4.5 Experiment Support Objective: Support TA4 experimentation 
Approach: Provide tools to TA4, help TA4 address TA4 platform-specific challenge problems, contribute to TA4 from internal test applica-
tions, consult on the application of TA4 techniques to the target platform and participate with technology development teams working on the 
TA4 challenge problems. 
Deliverables (CDRL #) 2,3 Completion Criteria/Milestone: Contributed to TA4 e.g. we've met their requirements 

during last 6 months of Phase 1 
Supporting Orgs: S Duration (months): 6 

 
 

 
Figure 5. Schedule, Milestones, and Deliverables 
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I.G.2 Metrics 
We will evaluate the performance of our proposed MODERNISED, ROVER, and DAIS tech-
nologies using metrics designed to measure AFACTS’ ability to scale to 100 dimensions, with 
10% less overhead, providing at least 1,000 conditional evidence and .001x reduced trials to as-
surance. Monitoring tasks have traditionally been scheduled based on a periodic time schedule 
[CoPilot1][CoPilot2][ACM]. In LE-CPS with real-time QoS constraints, however, this approach 
creates additional overhead that reduces the amount of resources available for system tasks that 
run concurrently. Though this overhead cannot be removed completely, the AFACTS’ TA2 
ROVER middleware reduces this impact by adaptively scheduling its Lightweight Statistical 
Monitors (see §I.C.2.3.2.2) depending upon the criticality of the mission phase (e.g., in the 
UTACC example ROVER samples the GPS data less often when the robot(s) are further away 
from the enemy territory) and the likelihood of errors (which can be derived from the past per-
formance of the LE-CPS in that context and the mission phase). 

Another problem for LE-CPS involves the impact of reconfiguring the run-time system to recov-
er from likely failures. Often, redundant deployments of software components enable dynamic 
masking of failures. These redundant deployments are also resource intensive, however, so there 
is a tradeoff between the level of redundancy and required reliability is desirable, i.e., the LE-
CPS can be reconfigure proactively when the likelihood of failures become apparent. Thus, the 
AFACTS’ TA2 ROVER middleware supports the dynamic reconfiguration via its Adaptive Re-
source Management Service (see I.C.2.3.2.3) to enable applications to use a different sets of 
components that are less likely to fail when monitoring data indicates high likelihood of failures. 

Table 10 contains a summary of our proposed metrics and the specific technical approach to real-
ize each metric objective.  

Table 10. Assured Autonomy Program Metrics for AFACTS Evaluation Measure Progress Against All Thrusts 

Metric Description Technical Approach Ref 
Number of sensors 
streams being sampled 
simultaneously  

Adaptively schedule Lightweight Statistical Monitors 
(LSM) depending upon the criticality of the mission 
phase and the likelihood of errors (which can be de-
rived from the past performance of the LE-CPS in that 
context and the mission phase). 

See discussion of ROV-
ER’s Lightweight Statisti-
cal Monitors in 
§I.C.2.3.2.2 

Availability of the critical 
functions of the system 
during mission 

Support dynamic reconfiguration via its Adaptive Re-
source Management Service (ARMS) to enable appli-
cations to use a different sets of components that are 
less likely to fail when monitoring data indicates high 
likelihood of failures 

See discussion of ROV-
ER’s Adaptive Resource 
Management Service in 
§I.C.2.3.2.3 

Quantitative assessment 
of a safety cases, e.g., (1) 
the number of non-
verified goals during dif-
ferent stages of validating 
safety cases and  (2) vol-
ume and quality of condi-
tional evidence derived 
from proof traces 

TA2 monitors the rate where the number of individuals 
with unverified goals decrease. Analysis of proof trac-
es & reasoning conclusions provide steps (conditional 
evidence) that is verified in TA3. Claim proofs are 
based on assumed ground (unconditional) evidence 
captured by model presumptions, viz. to infer that a 
specific configuration of team member is necessary for 
the column formation, and this is not the case, then 
SHACL's precise reasoning will identify violations. 

See discussion of Detailed 
TA1 Technical Approach 
‒ MODel intEgrated 
fRamework for autoNo-
mous, hIgh aSsurancE 
Design (MODERNISED) 
in §I.C.2.1 
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Appendix A 
 
(1) Team Member Identification: Provide a list of all individual team members from the prime, 
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organization or individual, FFRDC and/or Government entity. Use the following format for this 
list: 
 

Individual 
Name 

Role (Prime, Sub-
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member organizations (prime or subcontractor) are a Government entity or FFRDC, state 
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(4). Organizational Conflict of Interest Affirmations and Disclosure: If 
none of the proposed team members is currently providing SETA or similar 
support as described in §III.B, state “NONE”. 
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(5). Intellectual Property (IP): If no IP restrictions are intended, state “NONE”. The Government 
will assume unlimited rights to all IP not explicitly identified as having less than unlimited rights 
in the proposal. 
NONE 
 
(6). Human Subjects Research (HSR): If HSR is not a factor in the proposal, state “NONE”. 
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(7). Animal Use: If animal use is not a factor in the proposal, state “NONE”. 
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(8). Representations Regarding Unpaid Delinquent Tax Liability or a Felony Conviction under 
Any Federal Law: For further information regarding this subject, please see 
www.darpa.mil/work-with-us/additionalbaa. 
 
Please also complete the following statements. 
(1) The proposer is [ ] is not [x] a corporation that has any unpaid Federal tax liability that has 
been assessed, for which all judicial and administrative remedies have been exhausted or have 
lapsed, and that is not being paid in a timely manner pursuant to an agreement with the authority 
responsible for collecting the tax liability, 
(2) The proposer is [ ]  is not [x] a corporation that was convicted of a felony criminal violation 
under a Federal law within the preceding 24 months. 
 
(9). Cost Accounting Standards (CAS) Notices and Certification: For any proposer who submits 
a proposal which, if accepted, will result in a CAS compliant contract, must include a Disclosure 
Statement as required by 48 CFR 9903.202. Further information regarding the CAS notices and 
certification can be found in the FAR 52.230-1, as well as at www.darpa.mil/work-
withus/additional-baa. 
 
If this section is not applicable, state “NONE”. 
 
Disclosure statement provided as part of Cost Volume. 
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