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Assuring the Future of 
Software Engineering 

& AI Engineering
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Starting Point: The SEI’s Study on Future of Software Engineering
• CMU SEI’s National Agenda Study (November 2021) 

was intended to catalyze the software engineering 
community by creating a research & development 
vision, strategy, & roadmap to engineer the next-
generation of software-reliant systems

Study available at www.sei.cmu.edu/go/national-agenda  

http://www.sei.cmu.edu/go/national-agenda
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The Study Defined a Software Engineering Roadmap for 10-15 Years
• The software engineering roadmap codified research focus areas & research objectives

“Predictions are hard, especially about the future” – Niels Bohr & Yogi Berra
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The Study’s Emerging Vision of the Future of Software Engineering
• “The current notion of software development will be replaced by one where the 

software pipeline consists of humans & AI as trustworthy collaborators 
that rapidly evolve systems based on programmer intent”
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How Advances in Generative AI are Affecting Our Study Findings

Our original study covered six research focus areas
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How Advances in Generative AI are Affecting Our Study Findings

Two of these six focus areas dealt with AI-augmentation for development & operations
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How Advances in Generative AI are Affecting Our Study Findings
• Based on recent experience, we’ve created a new taxonomy of the degree of AI-

augmentation for system operations & for the software development lifecycle (SDLC) 
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https://insights.sei.cmu.edu/blog/application-of-large-language-models-llms-in-software-engineering-overblown-hype-or-disruptive-change
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How Advances in Generative AI are Affecting Our Study Findings
• Based on recent experience, we’ve created a new taxonomy of the degree of AI-

augmentation for system operations & for the software development lifecycle (SDLC) 
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An avionics mission computing 
system developed w/conventional 

SDLC techniques with no AI-
augmented tools or methods 

See www.dre.vanderbilt.edu/~schmidt/corba-research-realtime.html 

http://www.dre.vanderbilt.edu/~schmidt/corba-research-realtime.html
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How Advances in Generative AI are Affecting Our Study Findings
• Based on recent experience, we’ve created a new taxonomy of the degree of AI-

augmentation for system operations & for the software development lifecycle (SDLC) 
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Software Development Lifecycle (SDLC)
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A mobile web crawler app where the logic & 
content is not AI-augmented, although the 
SDLC process applies AI-augmented code 

reviews, code generators, and/or testing tools 

See www.youtube.com/watch?v=18TzQM6Yu9s 

http://www.youtube.com/watch?v=18TzQM6Yu9s
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How Advances in Generative AI are Affecting Our Study Findings
• Based on recent experience, we’ve created a new taxonomy of the degree of AI-

augmentation for system operations & for the software development lifecycle (SDLC) 
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A recommendation engine in an e-
commerce platform that employs machine 
learning for customized recommendations, 
however, the software itself is developed, 
tested, & deployed using Agile methods 
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See www.youtube.com/watch?v=_d_cEVpGOrg 

http://www.youtube.com/watch?v=_d_cEVpGOrg
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How Advances in Generative AI are Affecting Our Study Findings
• Based on recent experience, we’ve created a new taxonomy of the degree of AI-

augmentation for system operations & for the software development lifecycle (SDLC) 
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Software Development Lifecycle (SDLC)
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A self-driving car system that uses machine 
learning algorithms for navigation & decision-
making, as well as AI-driven DevOps tools for 
software development, testing, & deployment 
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See current & upcoming SEI blog posts on these topics at insights.sei.cmu.edu/blog

https://insights.sei.cmu.edu/blog
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Impact on AI-Augmented 
Software Development
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Impact on AI-Augmented Software Development
• We’ll start out with a “high-percentage” 

predication:

See julius-erving-explained-why-he-didnt-attempt-dunks-that-have-good-chances-of-missing 

https://www.basketballnetwork.net/old-school/julius-erving-explained-why-he-didnt-attempt-dunks-that-have-good-chances-of-missing
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Impact on AI-Augmented Software Development
• We’ll start out with a “high-percentage” 

predication: Generative AI is/will have
a transformative impact on the practice
of software development

See dev.to/wesen/llms-will-fundamentally-change-software-engineering-3oj8 

https://dev.to/wesen/llms-will-fundamentally-change-software-engineering-3oj8
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Impact on AI-Augmented Software Development
• We’ll start out with a “high-percentage” 

predication: Generative AI is/will have
a transformative impact on the practice
of software development
• AI-based tools are increasingly being

applied to improve the efficiency &
quality of software engineers by 
reducing their cognitive load

See www.elegantthemes.com/blog/wordpress/best-ai-coding-assistant 

GitHub CoPilot, Amazon 
CodeWhisperer, Tabnine, 
Android Studio Bot, etc.

http://www.elegantthemes.com/blog/wordpress/best-ai-coding-assistant
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Impact on AI-Augmented Software Development
• We’ll start out with a “high-percentage” 

predication: Generative AI is/will have
a transformative impact on the practice
of software development
• AI-based tools are increasingly being

applied to improve the efficiency &
quality of software engineers by 
reducing their cognitive load

See www.youtube.com/watch?v=tefB7FgYTxE  

http://www.youtube.com/watch?v=tefB7FgYTxE
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Impact on AI-Augmented Software Development
• We’ll start out with a “high-percentage” 

predication: Generative AI is/will have
a transformative impact on the practice
of software development
• AI-based tools are increasingly being

applied to improve the efficiency &
quality of software engineers by 
reducing their cognitive load

See cacm.acm.org/blogs/blog-cacm/273577-ai-does-not-help-programmers/fulltext 

Not everyone is equally bullish 
about the benefits of generative 
AI for programmers, of course!!!

https://cacm.acm.org/blogs/blog-cacm/273577-ai-does-not-help-programmers/fulltext
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases

See neal-lathia.medium.com/evaluating-llms-trained-on-code-bb2bdab3cb37 

https://neal-lathia.medium.com/evaluating-llms-trained-on-code-bb2bdab3cb37
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases, e.g.
• CodeGen is an “autoregressive LLM” 

for program synthesis trained on 
The Pile, BigQuery, & BigPython

See huggingface.co/docs/transformers/model_doc/codegen 

https://huggingface.co/docs/transformers/model_doc/codegen
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases, e.g.
• CodeGen is an “autoregressive LLM” 

for program synthesis trained on 
The Pile, BigQuery, & BigPython

Autoregressive LLMs generate sequences 
of text by predicting each token based on 

the previous tokens in a sequential manner

See www.assemblyai.com/blog/the-full-story-of-large-language-models-and-rlhf 

http://www.assemblyai.com/blog/the-full-story-of-large-language-models-and-rlhf
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases, e.g.
• CodeGen is an “autoregressive LLM” 

for program synthesis trained on 
The Pile, BigQuery, & BigPython
• Its strongest language support is for 

mainstream languages like Python, 
JavaScript, Go, & Ruby

See huggingface.co/docs/transformers/model_doc/codegen 

https://huggingface.co/docs/transformers/model_doc/codegen
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases, e.g.
• CodeGen is an “autoregressive LLM” 

for program synthesis trained on 
The Pile, BigQuery, & BigPython
• Specialized LLMs are useful for 

communities that have stringent or 
unconventional quality attributes

See nap.nationalacademies.org/catalog/12979/critical-code-software-producibility-for-defense 

https://nap.nationalacademies.org/catalog/12979/critical-code-software-producibility-for-defense
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases, e.g.
• CodeGen is an “autoregressive LLM” 

for program synthesis trained on 
The Pile, BigQuery, & BigPython
• Specialized LLMs are useful for 

communities that have stringent or 
unconventional quality attributes, e.g., 
• Mission- & safety-critical systems

See static.e-publishing.af.mil/production/1/af_se/publication/dafman91-119/dafman91-119_dafgm2023-01.pdf 

https://static.e-publishing.af.mil/production/1/af_se/publication/dafman91-119/dafman91-119_dafgm2023-01.pdf
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases, e.g.
• CodeGen is an “autoregressive LLM” 

for program synthesis trained on 
The Pile, BigQuery, & BigPython
• Specialized LLMs are useful for 

communities that have stringent or 
unconventional quality attributes, e.g., 
• Mission- & safety-critical systems
• Legacy systems developed & sustained 

using non-mainstream programming 
languages

See nap.nationalacademies.org/read/5463/chapter/3#10 

https://nap.nationalacademies.org/read/5463/chapter/3
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)

See en.wikipedia.org/wiki/Software_development_process 

https://en.wikipedia.org/wiki/Software_development_process
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC), e.g. 
• Effectively capture/leverage data 

generated throughout the SDLC

See insights.sei.cmu.edu/blog/automatically-detecting-technical-debt-discussions-with-machine-learning 

https://insights.sei.cmu.edu/blog/automatically-detecting-technical-debt-discussions-with-machine-learning


46

Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC), e.g. 
• Effectively capture/leverage data 

generated throughout the SDLC
• e.g., many non-code artifacts can be

analyzed at scale by AI tools better/ 
faster/cheaper than by humans alone

See aiperspectives.springeropen.com/articles/10.1186/s42467-020-00005-4 

https://aiperspectives.springeropen.com/articles/10.1186/s42467-020-00005-4
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC), e.g. 
• Effectively capture/leverage data 

generated throughout the SDLC
• e.g., many non-code artifacts can be

analyzed at scale by AI tools better/ 
faster/cheaper than by humans alone

These lifecycle phases are the sweet spot for generative augmented 
intelligence (AI+) because “utility” is more important than “perfection”
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC), e.g. 
• Effectively capture/leverage data 

generated throughout the SDLC
• e.g., many non-code artifacts can be

analyzed at scale by AI tools better/ 
faster/cheaper than by humans alone

Objectives Using LLMs
Instructions are clear & 
complete to enable 
nuclear surety

Check for inconsistencies
• within 91-119
• between 91-119 & other 

relevant documents
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC), e.g. 
• Effectively capture/leverage data 

generated throughout the SDLC
• Increase AI & automation tool support 

for developers & other stakeholders 
throughout the SDLC

See docs.langchain.com/docs 

https://docs.langchain.com/docs
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC), e.g. 
• Effectively capture/leverage data 

generated throughout the SDLC
• Increase AI & automation tool support 

for developers & other stakeholders 
throughout the SDLC
• e.g., check for compliance with relevant 

policies & standards based on LLM-based 
static analysis & other static analysis tools

See wiki.sei.cmu.edu/confluence/display/seccode & 
misra.org.uk/app/uploads/2021/06/MISRA-Compliance-2020.pdf 

https://wiki.sei.cmu.edu/confluence/display/seccode
https://misra.org.uk/app/uploads/2021/06/MISRA-Compliance-2020.pdf
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)
• Formalizing the discipline of “Prompt 

Engineering”

See en.wikipedia.org/wiki/Prompt_engineering 

https://en.wikipedia.org/wiki/Prompt_engineering
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)
• Formalizing the discipline of “Prompt 

Engineering”, e.g.
• Learning to “program” using natural 

language

See en.wikipedia.org/wiki/Prompt_engineering 

https://en.wikipedia.org/wiki/Prompt_engineering


54See www.youtube.com/watch?v=NrzB6Tb_k2Y&list=PLZ9NgFYEMxp72Zo0yrTNS6utAXxYpqNGl&index=6 

Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)
• Formalizing the discipline of “Prompt 

Engineering”, e.g.
• Learning to “program” using natural 

language
• Focus on “problem solving” not

traditional computer programming..

http://www.youtube.com/watch?v=NrzB6Tb_k2Y&list=PLZ9NgFYEMxp72Zo0yrTNS6utAXxYpqNGl&index=6
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)
• Formalizing the discipline of “Prompt 

Engineering”, e.g.
• Learning to “program” using natural 

language
• Codifying “prompt patterns”

See www.dre.vanderbilt.edu/~schmidt/POSA 

Inspired by software patterns, which provide reusable solutions 
to common problems that occur during software development, 
providing a template to solve similar issues in various contexts

http://www.dre.vanderbilt.edu/~schmidt/POSA
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)
• Formalizing the discipline of “Prompt 

Engineering”, e.g.
• Learning to “program” using natural 

language
• Codifying “prompt patterns”

See arxiv.org/abs/2302.11382 

A knowledge transfer method for inter-
acting w/large language models (LLMs) 

https://arxiv.org/abs/2302.11382
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)
• Formalizing the discipline of “Prompt 

Engineering”, e.g.
• Learning to “program” using natural 

language
• Codifying “prompt patterns”

See arxiv.org/abs/2303.07839

Define a pattern catalog for automating software 
engineering tasks that is classified by the types 
of problems they solve throughout the SDLC

https://arxiv.org/abs/2303.07839
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Impact on AI-Augmented Software Development
• Key R&D challenges & opportunities include
• Training LLMs on vetted, robust, & 

(perhaps) specialized code bases
• Re-envisioning the software devel-

opment lifecycle (SDLC)
• Formalizing the discipline of “Prompt 

Engineering”, e.g.
• Learning to “program” using natural 

language
• Codifying “prompt patterns”
• Integrating canonical quality attributes

associated with software engineering

Holistic
Prompt

Engineering

See hbr.org/2023/06/ai-prompt-engineering-isnt-the-future 

https://hbr.org/2023/06/ai-prompt-engineering-isnt-the-future
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Applying Generative AI to 
CS Courses at Vanderbilt 


