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Abstract—Question-answer is a paradigm that seeks to provide automated responses to queries posed in natural language utilizing a body of textual content as the source of the answers. A key research challenge is how the changes in question formulation affect the stability of current question-answer transformer models. This paper conducts a preliminary analysis of the stability of question-answer transformer models in the medical domain when the same question is asked in different orders or with other semantically identical variations. The results from our experiments demonstrate that the arrangement of words influences the outcome and consistency of answers from transformer models.
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I. INTRODUCTION

The application of natural language processing (NLP) to automate question answering has significant potential in the field of medicine \cite{gCCEY10}. There has been growing interest in deriving answers to healthcare questions from the unstructured data included in medical literature \cite{LR16}. Question answering systems enable physicians to ask questions and receive answers in natural language \cite{gCCEY10}.

For example, rather than wasting valuable time manually searching for the answer to the question from a set of complex research papers, doctors can employ a question answering model to extract critical data that is related to the question. This approach not only allows the physician to focus on presenting the answer to a patient, but also ensures the physician is more confident in the answer \cite{gCCEY10}.

Deep learning has increased the performance of question answering models. Transformer models are best performing deep learning approach for question answering today \cite{VSP+17}. These models are based on the concept of “attention,” which enables the model to concentrate on a portion of the sequence while simultaneously predicting the response.

The key innovation in transformers is that the overall ordering of the words from the question and the surrounding context of each word plays a significant role in formulating the response. In particular, transformers use differential weighting to indicate which other parts in the sentence are most important to the understanding of a particular word. For example, in the question “What is the size (diameter) of the SARS-CoV-2 virus?” the terms “size,” “(diameter),” “SARS-CoV-2,” and “virus” are the most essential to comprehend.

A question reordering approach can help to resolve a number of uncertainties about the meaning of specific words. In the context of natural language processing, transformers were first established to eliminate recursion and allow parallel computing (to save training time). Transformers also help to reduce performance degradation due to long dependencies.

As outlined above, transformers are highly context-dependent in how they interpret questions. The individual understanding of words is based on a weighting of the surrounding words. A key research challenge, therefore, is determining whether transformers can consistently provide correct answers to questions, regardless of the ordering of the words in the questions.

For example, two questions may be phrased with the same words, but have different word orderings with the same meaning, such as “What is the size (diameter) of the COVID virus?” vs. “What is the COVID virus (diameter) size?” Although these two questions have slightly different wordings they are essentially the same inquiry. Ideally, a transformer should produce the same answer for each word ordering.

This paper uses a body of medical literature and a large-scale dataset of questions regarding the coronavirus disease 2019 (COVID-19) to investigate the impact of word ordering on the answers produced by transformer-based question answering models. Our work composes semantically identical questions using the same words—but with different word orderings—and then measures answer stability. We investigate whether or not the transformer model can produce consistent answers or if additional research is needed on architectural components of these models to improve stability with respect to word ordering. In addition, we measure the overall accuracy of question answering models on our large-scale dataset.

The remainder of this paper is organized as follows: Section II gives an overview of our datasets and transformer model, Section III analyzes results from experiments we conducted, and Section IV presents concluding remarks and
outlines future work.

II. OVERVIEW OF OUR DATASETS AND TRANSFORMER MODEL

1) Datasets: We used the COVID-19 question-answer community dataset obtained from biology stack exchange website, which includes 642 COVID-19 questions answers. Likewise, the medical literature CORD-19 “COVID-19 Open Research Dataset” included in [WLC+20] were initially sourced from PubMed Central (PMC), PubMed, the Covid-19 Database.

2) Transformer model: Our work in this paper is based upon the deepset/roberta-base-squad2-covid transformer model. This model applied the “Bidirectional Encoder Representations from Transformers” (BERT) technique. This model was fine-tuned with a question answer approach and trained on CORD-19 SQuAD-style annotations outlined above.

To improve semantic similarity with relation to word reordering, our transformer model adds a positional encoding vector to the encoder’s input, which comprehends the order of words in an input sequence or inquiry, as show in Figure 1. This positional embedding vector provides the transformer with information regarding the positions of the input vectors. Instead of being concatenated, the positional vectors are simply appended to the relevant input vectors. The positional embedding of the input to the encoder can be improved by boosting the word order position information, which in turn leads to increased semantic similarity.

III. ANALYSIS OF EXPERIMENTAL RESULTS

We conducted experiments to determine if the question-answer transformer model delivered consistent answers when the words in questions were rearranged to produce inquiries with the same semantics and expected answer. We then assessed the stability of the answers produced by the model by comparing the answers to the original and modified questions, as described below.

A. Impact of a question’s random keyword reordering on the consistency of the answers

This first experiment examined how rearranging words in questions, while retaining the question’s original semantics, impacts the consistency of the answers. In particular, we evaluate whether the model produces the same answer to the question consistently, regardless of word reordering.

The experiment initially captured baseline answers to the original question word ordering that were subsequently used to compare against answers from the modified question word orderings. The specific transformer models we experimented with were fine-tuned with question-answer approaches and trained using the COVID-19 dataset. We fed each question from the question set through each model and generated the answers. We also compared the answers produced by the model to the ground truth answer in the dataset using the BiLingual Evaluation Understudy (BLEU) score [PRWZ02], which employ n-gram co-occurrence statistics ranging from 0 to 1 to measure the similarity of machine-translated text to a set of high quality reference translations. Figure 2 shows the overall question answering accuracy of the baseline models.

We then produced reworded questions that preserved the semantics of the overall question by collecting keywords from the questions and rearranging them randomly in the questions. Keywords in the questions were chosen using Keyword Extraction Algorithms [TMM19] and rearranged randomly. The key variable in this experiment was “choose one word for one position move.” Rearranging keywords in questions while retaining question semantics was the most challenging aspect of the experiment.

Although we preserved each question’s semantics, we needed to measure how different the original word reordering was vs. the baseline question. Various metrics measure the distance between strings, ranging from low-level metrics (such as hamming distance [NFS12]) to character-level metrics (such
as “edit distance”). Our experiments used word-level edit distance, which determines the number of words that must be swapped to reach the original sentence.

The edit distance $d_{mn}$ between two terms $a$ and $b$ was defined by \cite{HMT1} to assume that the original question “(III-A)” contained the terms $a = a_1 \ldots a_m$, and that the amended question contains the terms $b = b_1 \ldots b_n$, and that the edit distance $d_{mn}$ is the least weight sequence $w$ of change operations that transforms $a$ to $b$. These calculations measure the distance between two strings by converting an input word (a) into an output word (b), excluding the substitution of a character, which has no cost. Positive weight functions (other than character level) are represented by the operations $w_{ins}(x), w_{del}(x)$, and $w_{sub}(x, y)$, as shown below:

$$
\begin{align*}
    d_{i0} &= \sum_{k=1}^i w_{del}(a_k) \quad \text{for } 1 \leq i \leq m \\
    d_{0j} &= \sum_{k=1}^j w_{ins}(b_k) \quad \text{for } 1 \leq j \leq n \\
    d_{ij} &= \min \left\{ d_{i-1,j-1} + w_{del}(a_i), \quad \text{for } a_i = b_j \\
                    d_{i-1,j} + w_{del}(a_i) & \quad \text{for } a_i \neq b_j, \\
                    d_{i,j-1} + w_{ins}(b_j) & \quad 1 \leq i \leq m \\
                    d_{i-1,j-1} + w_{sub}(a_i, b_j) & \quad 1 \leq j \leq n \right. \\
\end{align*}
$$

(1)

The edit distance between each modified question and the original question was based on the number of word swaps, rather than at the character level. The BLEU score can be calculated using both the answers to the original questions and the answers to the modified questions. By graphing the distance against the BLEU score, we determined the impact that the distance has on the score.

The experiment steps using this word reordering approach are as follows: (1) Utilize Rapid Keyword Extraction (RAKE) to extract pertinent keywords from each of the 642 questions in the original community dataset and choose the two words that most accurately express the question’s meaning, (2) swap the keywords’ places, (3) calculate the word edit distance between the original question and the revised version \cite{RY98}, (4) use each transformer model to produce an answer to the reordered question, and (5) compare the original answer to the new answer using the BLEU score. A BLEU score of 1.0 indicated that identical answers were produced for the original answer, while decreasing BLEU scores indicate the answers diverged further from the original answer, indicating a loss of consistency in the answers provided.

The formula “(III-A)” was used to compute the total number of modified questions from the original questions, as shown below:

$$
\begin{align*}
    m_{qk} &= \sum_{i=1}^k (k_i \ast q_i) \quad \text{for } 1 \leq i \leq k \\
    \text{where } m_{q} &= \text{"# of modified questions"}, \\
    k &= \text{"extracted keywords"} \\
    \text{and } q &= \text{"# of questions"}, \\
    o_{qk} &= \sum_{i=1}^k (q_i) \quad \text{for } 1 \leq i \leq k \\
    \text{where } o_{q} &= \text{"# of original questions"} \quad \text{and } q \text{ = "# of questions"}, \\
\end{align*}
$$

(2)

Formula “(III-A)” shows how the experiment used 318 of the original questions and produced 91,074 modified questions, which was sufficient for this experiment. We only used 318 of the original questions since the maximum distance is 6. If the distance was changed to 7, however, the total number of original questions would increase to 429, which would yield more than 650,000 modified questions. We capped the experiment at an edit distance of 6 due to the computational cost of processing an additional 0.5 million questions.

Our question-answer transformer model next answered 91,074 modified questions from the original 318 questions. The original questions’ answers (which considered the BLEU reference corpus) and the modified questions’ answers (which considered the BLEU hypotheses) were then used to compute the BLEU score and validate the answer’s stability. Figure 3 depicts the average BLEU at each distance, which decreased as distance increased. This result indicates that the transformer model’s answer was unstable when the order of the keywords in the original question changed.

B. Semantic similarity between the original question and the modified question

This second experiment determined the degree to which the changed question and the original question shared semantic content. The similarity between the original and modified questions based on the distance indicated how reordering the original question would affect its semantics. Cosine similarity is a measurement commonly used to determine the score for semantic similarity.

Figure 4 depicts the outcomes of computing the average degree of semantic similarity as a function of distance. This figure shows how the average semantic similarity between the original and amended questions decreased as the word distance between them increased. The difference between the minimum and maximum average semantic similarity was 0.07. Despite a diminishing overall semantic similarity, the lowest semantic similarity was 0.92. This relatively high value indicated that the original and modified questions had similar meanings.

Demonstrating semantic similarity between the original and modified questions is important because the transformer model

Fig. 3. Word Distance vs. Average BLEU Score
should deliver a consistent answer when the keywords of the original questions were rearranged if the semantic similarity was similar. It is also important to know the frequency of each semantic similarity score because this indicates which similarity score has the greatest number of questions.

The semantic similarity histogram in Figure 5 shows the majority of the amended questions had semantic similarities to the original questions with a score of 0.95. This figure indicates that most of the original and modified questions were semantically similar. Moreover, a few questions with similarity scores less than 0.8 can be disregarded because the percentage was so small compared to the 91,074 questions.

The results of this experiment showed that reordering keywords on the original question preserved the semantics of the original questions, as demonstrated by cosine similarity between the original and changed questions. Rearranging terms in the original questions yielded the modified questions.

To address the instability of the transformer model our future work will study the encoding of the transformer’s hidden layers to identify why the model loses the query’s semantics during the encoding process.
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