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ABSTRACT
Cloud service providers are seeking new solutions for
reducing the energy consumption in their data centers.
Our work in developing middleware that is integrated
with a Virtual Machine Manager (VMM) to lower the
energy consumption while maximizing the performance
of or minimizing the service level agreement (SLA) vi-
olations for applications. To that end our solution lever-
ages techniques such as Dynamic voltage/frequency scal-
ing (DVFS) and server consolidation through live migra-
tion of virtual machines from an overloaded host ma-
chine to a less-loaded one.

Categories and Subject Descriptors
D.4.8 [Operating Systems]: Performance—Energy

General Terms
Performance

Keywords
energy, middleware, neural networks, multicore

1. ONGOING WORK IN POWER AND PER-
FORMANCE TRADEOFFS IN DATA CEN-
TERS

Energy conservation in data centers is increasingly a
key consideration for cloud data center operators to keep
both costs low as well as alleviate the adverse impact
on environment [1]. In doing so they must continue
to meet application performance requirements. To ad-
dress these issues, in this paper, we present prelimi-
nary ideas on how to reduce the power consumed by
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the host machines while meeting the service level agree-
ments (SLAs) of the system in virtualized data centers.
Our system provides a novel middleware solution that
integrates dynamic voltage/frequency scaling (DVFS)
and an intelligent power and performance-aware server
consolidation algorithm within the context of a virtual
machine manager (VMM).
Two approaches are employed by our middleware, which

exploits the multicore server architecture and comprises
the following:
• A mechanism integrated with the hook manager

of the VMM for dynamically scaling the frequency of
CPU cores of host machines by communicating with
the VMM. If a core is not being used by the system,
the frequency of that core is decreased and the reverse
strategy is followed if the core will be in use.
• An intelligent power- and performance-aware server

consolidation strategy which ensures reduction in energy
consumption while satisfying the performance/SLA re-
quirements in virtualized data centers. Resource infor-
mation of a host machine is used in deciding where to
place a VM from an over-loaded host machine to a less-
loaded one. A two layer artificial neural network (ANN)
is employed at the core of the server consolidator algo-
rithm to make a decision on when to migrate function-
ality and to where.
The ANN uses CPU utilization, memory utilization,

network input bytes, network output bytes, number of
cores, and frequency of the cores as inputs. The esti-
mated power consumption and SLA violations are the
system outputs of the ANN. Our current work is design-
ing and evaluating the e�cacy of our solution in meeting
the dual objectives outlined above.
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