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•Cloud	 computing	 enables	 
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•Improves	 the	 utilization	 of	 resources
•Provides	 isolation	 among	 applications

– Virtualization	 allows	 physical	 machines	 resources	 to	 be	 shared	 
among	 different	 virtual	 machines	 by	 using	 a	 software	 layer	 called	 a	 
hypervisor	 or	 virtual	 machine	 monitor	 (VMM)

– As	 virtual	 CPUs	 are	 scheduled	 by	 the	 hypervisor,	 completion	 time	 of	 
applications	 in	 guest	 domains	 are	 dependent	 on	 a	 hypervisor	 
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benefits	 such	 as	 flexibility,	 scalability,	 and	 cost-effectiveness

•Existing	 algorithms	 and	 mechanisms	 are	 not	 suitable	 to	 host	 
DRE	 systems

•We	 have	 surveyed	 the	 literature	 that	 attempt	 to	 address	 
these	 challenges	 and	 outlined	 open	 challenges	 for	 doctoral	 
research

•As	 the	 first	 step	 toward,	 scalable	 and	 QoS	 enabled	 
monitoring	 of	 resources	 in	 the	 cloud	 has	 been	 conducted
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