MDS 2012 B g 0 L g Kyoungho An

Resource Management and

—ault Tolerant Principles for Supporting
Distributed Real-time and Embedded Systems
in the Cloud

Kyoungho An
kyoungho.an@gmail.com

Institute for Software Integrated Systems (ISIS)
Department of Electrical Engineering and Computer Science
Vanderbilt University

December 3, 2012

|

Friday, January 25, 13



mailto:kyoungho.an@gmail.com
mailto:kyoungho.an@gmail.com

MDS 2012

D-GC-C

Kyoungho An

Outline of Presentation

Friday, January 25, 13




MDS 2012 B r (_’:‘ u € Kyoungho An
Outline of Presentation

« Context & Terminology
— Overview of DRE Systems and Cloud Computing
— Cloud Computing for DRE Systems and Limitations

z

Friday, January 25, 13




MDS 2012 DHGHO

Kyoungho An

Outline of Presentation

« Context & Terminology

— Overview of DRE Systems and Cloud Computing

— Cloud Computing for DRE Systems and Limitations
« Challenges Supporting DRE Systems in the Cloud

— Real-time and Scalable Resource Monitoring

— Time-critical Data Center Networks

— Real-time Scheduling in Hypervisors

— High Availability and Tunable Adaptive Consistency

:

Friday, January 25, 13




MDS 2012 B r C’:} S (:: Kyoungho An
Outline of Presentation

« Context & Terminology

— Overview of DRE Systems and Cloud Computing

— Cloud Computing for DRE Systems and Limitations
« Challenges Supporting DRE Systems in the Cloud

— Real-time and Scalable Resource Monitoring

— Time-critical Data Center Networks

— Real-time Scheduling in Hypervisors

— High Availability and Tunable Adaptive Consistency
« Real-time and Scalable Resource Monitoring

— Architecture of SQRT-C

— Experimental Results

2

Friday, January 25, 13




MDS 2012 B r C’:} u g Kyoungho An
Outline of Presentation

Context & Terminology

— Overview of DRE Systems and Cloud Computing
— Cloud Computing for DRE Systems and Limitations
Challenges Supporting DRE Systems in the Cloud

— Real-time and Scalable Resource Monitoring

— Time-critical Data Center Networks

— Real-time Scheduling in Hypervisors

— High Availability and Tunable Adaptive Consistency
Real-time and Scalable Resource Monitoring

— Architecture of SQRT-C

— Experimental Results
Proposed ldeas

2

Friday, January 25, 13




MDS 2012 B r C’:} S g Kyoungho An
Outline of Presentation

Context & Terminology

— Overview of DRE Systems and Cloud Computing
— Cloud Computing for DRE Systems and Limitations
Challenges Supporting DRE Systems in the Cloud

— Real-time and Scalable Resource Monitoring

— Time-critical Data Center Networks

— Real-time Scheduling in Hypervisors

— High Availability and Tunable Adaptive Consistency
Real-time and Scalable Resource Monitoring

— Architecture of SQRT-C

— Experimental Results
Proposed ldeas
Concluding Remarks

2

Friday, January 25, 13




MDS 2012

D-GC-C

Kyoungho An

Overview of DRE Systems

Friday, January 25, 13




MDS 2012 B r C':/‘ u g Kyoungho An

Overview of DRE Systems

« Distributed Real-time Embedded (DRE) system are
mission-critical and requires stringent quality of service

(QoS)

:

Friday, January 25, 13




MDS 2012 B r @ S g Kyoungho An
Overview of DRE Systems

« Distributed Real-time Embedded (DRE) system are
mission-critical and requires stringent quality of service

(QoS)

* In most of DRE systems, the “right answer” delivered too
late becomes the “wrong answer”
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of the computing
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Real-time and Scalable Resource Monitoring

« Context

— Providing scalable and QoS-enabled monitoring of resources in
the cloud is essential
* To support application QoS properties
 To identify security threats
— Existing approaches to resource monitoring in the cloud
« RESTful APIs, SOAP, AMQP, and XML-RPC
« Cannot provide real-time information efficiently and scalably
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» Related Research
— Gandlia
— Nagios
— Pub/Sub middleware for real-time grid monitoring
« Challenges in Prior Work
— Not for virtualized resources
— Lack of scalability and support for QoS (timeliness, availability ...)
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Time-critical Data Center Networks

« Context

— Assuring timeliness of network flows is crucial to complete
requested application tasks within expected deadlines

— Today’s transport protocol in datacenter networks are
deadline agnostic and strive for fairness

— Case for unfair sharing
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Time-critical Data Center Networks

 Related Research
— DCTCP (Data Center TCP)
« Better throughput than TCP
- D3
* A deadline-aware control protocol
- D2TCP
« Reduces deadline miss ratio
« Challenges in Prior Work

— The recent research on data center networks has been
addressing throughput and deadline issues

— However... as cloud data centers employ virtualization
technology, virtualized network |/ O resources in a single
physical machine need to be scheduled properly
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Real-time Scheduling in Hypervisors

« Context

— Resource virtualization is a key challenge
* Improves the utilization of resources
* Provides isolation among applications

— Virtualization allows physical machines resources to be shared
among different virtual machines by using a software layer called a
hypervisor or virtual machine monitor (VMM)

— As virtual CPUs are scheduled by the hypervisor, completion time of
applications in guest domains are dependent on a hypervisor
scheduling policy

oS (01 (015
( Hypervisor }
Deadline-unaware
( Hardware )
\_ J
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* Related Research
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 Laxity-based scheduler
 [axity determines priority of a task
- RT-Xen

* Implementation of fixed-priority servers
 Deferrable server, Polling server, Periodic server, Sporadic server
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_ |
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« QOur survey of related research in QoS support in the cloud has
focused on

— Timeliness in datacenter networks and hypervisors

— High availability via replications of virtual machines
« Research Challenges

— Tradeoff between timeliness and high availability

— Data center networks in virtualized environment

— Lack of fault-tolerant cloud middleware with optimizing resource
consumption

» Research Directions
— Experimental analysis to identify the possible tradeoffs

— Design and develop a middleware for fault-tolerance for cloud-
based real-time applications
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« Supporting DRE systems in the cloud offers significant
benefits such as flexibility, scalability, and cost-effectiveness

« Existing algorithms and mechanisms are not suitable to host
DRE systems

* We have surveyed the literature that attempt to address
these challenges and outlined open challenges for doctoral
research

« As the first step toward, scalable and QoS enabled
monitoring of resources in the cloud has been conducted

22

Friday, January 25, 13



