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Abstract—Cloud-enabled latency-sensitive applications are in-
creasingly exploiting fog/edge computing resources to meet their
latency requirements while still benefiting from the elastic prop-
erties of the cloud. Fog/edge computing enable the services to
perform the processing at the edge rather than sending the
data to the remote distant cloud, which can be susceptible to
high communication latencies. However, as more latency-sensitive
services get deployed on these fog/edge resources, performance
interference effects caused due to sharing of the limited fog/edge
resources such as cache, memory, disk can lead to these services
missing their deadlines and hence violation of their service level
objectives. Presently, there is a general lack of tools that can
enable developers and system administrators to study, under-
stand and predict such performance interference issues when
their services are deployed in the presence of a variety of other
services that share these resources. To address these gaps, this
paper presents a framework called Fog/Edge/Cloud Benchmark
(FECBench). FECBench allows users to build performance mod-
els of latency-sensitive fog/edge-based applications. To predict
the sensitivity of the target application to co-located workloads
and pressure that it imposes on co-located workloads, FECBench
maintains an extensible knowledge base that captures utilizations
for different resources under a variety of application co-location
combinations that includes the target application. To enable this,
FECBench provides a benchmarking and remote monitoring
infrastructure to conduct these benchmarking experiments in
an automated fashion, and collect the results from remote sites.
FECBench also supports a visual domain-specific language that
eases the construction and execution of performance interference
experiments for the users. This paper describes the FECBench
framework and the demonstration scenario.
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I. INTRODUCTION

Fog/Edge computing is gaining tremendous traction for
latency-sensitive applications due to its elastic but locally
available compute processing capability. Applications, such as
medical patient monitoring, industrial internet of things, transit
vehicle monitoring applications[1], preventive equipment re-
pair monitoring services [2] and hardware-in-loop distributed
simulations are increasingly benefitting from fog/edge com-
puting resources [3].

With rapid growth in such technologies and newer types
of application workloads running on these platforms, fog/edge

providers must provide effective resource management to meet
the service level objectives (SLOs) of these applications. Like
the cloud, the fog/edge supports multi-tenancy, however, in
more resource-constrained environments because of which
applications are susceptible to more pronounced effects of
performance interference. Performance interference is caused
due to sharing of resources such cache, network, disk, etc
which are difficult to partition/isolate among applications [4].
In this context, effective schedulers need to be designed that
can mitigate the impact of performance interference thereby
providing desired level of QoS to such latency-sensitive ap-
plications [5], [6].

Developing effective resource management solutions, e.g.,
schedulers, requires an accurate understanding of application
performance under different co-location scenarios which can
give rise to different performance interference patterns. To
that end, the use of performance models learned from such a
benchmarking effort can allow resource management solutions
to rapidly make intelligent resource allocation decisions and
enforce effective application placement on the runtime plat-
forms. One approach to creating such performance interference
models was proposed by the DeepDive project [7], which uses
the system resource metrics to infer application performance.
However, to create such performance models is a challenging
task for a variety of reasons. First, the application performance
needs to be analyzed under varying levels of system resource
utilization. However, system resource utilization is a multi-
dimensional space due to the presence of multiple types
of resources, and hence creating varying levels of resource
utilizations spanning this large design space is a difficult task.
Compounding this problem is the fact that it is hard for users to
define the right kinds of software workloads that can cover this
multi-dimensional resource utilization design space. Secondly,
running such performance interference tests is a very difficult
task due to an overall lack of software tooling infrastructure
and its runtime complexity.

To address these concerns, we present FECBench
(Fog/Edge/Cloud Benchmark), which is a framework to build
performance interference models for latency-sensitive appli-
cations that can be co-located with a variety of different
applications on the fog/edge resources.



II. TOOL DEMONSTRATION

Figure 1 shows the high level architecture of FECBench.
The experiment modeling provides intuitive abstractions to the
user to configure and automate the benchmarking experiments
and collect the desired resource utilization metrics. The gener-
ative aspects of the framework synthesize the artifacts needed
to automate the entire performance modeling and analysis
process.
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Fig. 1. High Level Overview of FECBench Workflow

The demonstration we will show at the conference will
include the following steps.

1) Modeling of the Experiment: In this step we will
showcase the visual domain specific modeling language
(DSML) that can be utilized to specify different metrics
of interest to be monitored on the runtime platform. These
system metrics are then utilized to monitor in real time
the resource consumption metrics.

2) Executing Benchmarks of Applications: Using
FECBench, we will demonstrate how one can run
performance benchmarks for the latency-sensitive
application when executing in the context of colocated
workloads. This step will also showcase how the
collection and aggregation of metrics takes place, and
how we can visualize them using a graphical dashboard.

3) Displaying the Effects of Performance Interference:
Using a latency-sensitive application, such as machine
learning inference, we will demonstrate the effect of
performance interference on the application’s execution
time. The goal of this step is to show how the interference
effects manifest as performance degradation in the appli-
cation during its execution on the underlying platform.
As an example, consider a machine learning prediction
service running on an Intel Xeon platform and co-located

along with some long running batch applications. As
seen in Figure 2, the response time of the machine
learning inference step can be severely degraded due to
performance interference effects caused due to the co-
located workloads.
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Fig. 2. CDF Representation of Prediction Inference Response Times for
Inception RESNETv2 Keras Model

4) Strategies for minimizing performance interference :
In this, we will show how using an intelligent placement
and job scheduler that we can minimize performance
interference effects in a multi-tenant environment.
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