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Abstract. This paper describes preliminary work in developing a model-
driven approach to conducting price/performance tradeo�s for Cloud-
based MapReduce application deployment. The need for this work stems
from the signi�cant variability in both the MapReduce application char-
acteristics and price/performance characteristics of the underlying cloud
platform. Our approach involves a model-based machine learning capa-
bility that trains itself from executing a variety of MapReduce applica-
tions on di�erent cloud service providers, and in turn providing useful
price/performance tradeo� information to MapReduce application users.
Additionally, the model-based platform serves to automate the deploy-
ment of a MapReduce application to the cloud by incorporating the
tradeo� choices.

1 Introduction

Emerging trends and technical needs: With the ever growing size of data
to be processed, the need for advances in processing very large data sets keeps
growing. MapReduce [1] is a widely-used framework for Big Data, which has a
parallel programming model and executes on large clusters. Since the number of
map and reduce tasks used for a MapReduce application depends on a variety
of factors, such as the size of the data set, the degree of reliability, presence of
combiners and number of partitions, executing a MapReduce application requires
elastic computing, storage and networking resources. These requirements makes
cloud computing a perfect �t to execute MapReduce applications due to its
support for elastic computing.

There are two signi�cant challenges faced by MapReduce users. First, Cloud-
based provisioning incurs a cost, which is hard to precisely estimate a priori. The
reason is that the cost varies depending on both the MapReduce job character-
istics stemming from the factors outlined above, and also on which cloud service



provider (CSP) is used to execute the job. The latter is due to each CSP having
their own pricing model and Service Level Agreements (SLAs). Second, the per-
formance of applications running in the cloud also varies signi�cantly from one
CSP to another [6]. This problem is not limited to MapReduce applications alone
but can apply to many other types of applications that illustrate variability in
the resources they consume. For this paper, however, we scope out the research
investigations in the context of MapReduce applications.

Research contributions: In summary, MapReduce application users face
signi�cant challenges in making the right price/performance tradeo�s when de-
ciding to use the Cloud to execute their applications, not to mention the learning
curve involved in deploying their applications on a particular CSP's platform.
There is an urgent need for a solution that can help a MapReduce user choose
from various CSPs by making appropriate price/performance tradeo�s, and sub-
sequently automate the deployment of their application on the chosen cloud
provider. To address this need we present preliminary ideas on a model-driven
engineering (MDE) approach to making the price/performance tradeo�s and us-
ing these decisions to automate the deployment of the application to the cloud.
We provide this capability as a web-based service to the end user.

The web service utilizes the MDE approach in the following manner. First,
the web service engineers use their MDE tool � developed using domain-speci�c
modeling � to train a machine-learning tool by executing a variety of MapRe-
duce applications with di�erent price and performance characteristics on a va-
riety of CSPs. The deployment of the applications used in the training phase
is automated via yet another MDE-based generative tool that can synthesize
deployment scripts for the underlying CSP.

The web service o�ers the end user (i.e., the MapReduce application user)
with an interface � essentially an abstract model of a MapReduce application
and its properties developed using a MDE approach through the use of domain-
speci�c modeling � so that the user is shielded from details of the CSPs; instead
they focus on providing the key requirements of their MapReduce application
to the web service. The machine learning tool owned by the web service can
then classify an incoming MapReduce application supplied by the end user into
a known class of MapReduce application categories. We leverage our prior ex-
perience on job classi�cation [10] for this work. Note that the end user is not
cognizant of the machine learning tool. The web service subsequently consults
its trained engine and provides the end user with di�erent price/performance
tradeo�s. The end user in turn uses the web interface to make a deployment
choice at which point the web service reuses its automated cloud deployment
capabilities to deploy and execute the end user's MapReduce job on the CSP.

2 Related Work

There has been some existing work to solve the problems we are handling in this
research. Ganapathi et al. [3] have used Kernel Canonical Correlation Analy-
sis (KCCA) to predict the performance of MapReduce application in the cloud



environment. Kadirvel et al. [4] have evaluated and compared wide range regres-
sion techniques for MapReduce applications. However, these research have not
provided any guidance or tool for estimating the cost of deployment and execu-
tion. Liew et al. [8] have developed a tool suite called CloudGuide for estimating
cloud deployment cost and performance for legacy web applications. Li et al.
[7] have also proposed a framework, CloudProphet for achieving the same ob-
jective. However, they have not provided anything speci�c to MapReduce based
applications.

SPACE4CLOUD [2] follows a model-driven approach for estimating cost and
performance for di�erent cloud systems and de�nes three meta-models: Cloud
Independent Model (CIM), Cloud Provider Independent Model (CPIM) and
Cloud Provider Speci�c Model (CPSM) for di�erent levels of abstractions. The
solution tries to address any type of cloud application, but the results are not
encouraging for heavy workloads which is the primary criteria for any MapRe-
duce solution. Thus, we need a solution which could help the customers and to
cater to the variabilities and commonalities amongst the CSPs for which a model
driven approach seems an appropriate choice.

3 Project Status and Ongoing Work

In present form we have developed an MDE-based cloud deployment frame-
work that automates the deployment and execution of MapReduce applications
used for training our machine learning-based engine as well as deploying a user-
supplied application. We focus on the Hadoop framework, which is the most
widely used MapReduce framework. For developing the modeling capabilities,
we have used the Generic Modeling Environment [5] to model and interpret the
deployment con�gurations and executing the MapReduce jobs.

For training our machine learning engine that can illustrate the price/ per-
formance tradeo�s, we have used a Java-based open source machine learning
software called Weka and the algorithm used is multilayer perceptron [9]. The
training is thus far conducted on cloud platforms that include an OpenNebula-
based private cloud infrastructure, and public clouds such as Amazon EC2 and
Windows Azure.

Our ongoing work involves the process of �nding the right set of factors
that a�ect the performance of a MapReduce application. Kadirvel et al. [4] have
identi�ed and divided the factors into six categories i.e. resource, data, program,
con�guration, faults and environment. We are expanding the list of these factors
by including the variabilities within and across CSPs. Some of these include
performance variabilities due to di�erent workload at di�erent time of the day
and at di�erent zones of the CSPs' datacenters. Some of the factors which we
are still investigating to how to take into account are network topology of the
datacenter, variability in processor speed/ architecture and data locality. We
are also performing sensitivity analysis to �gure out the factors which a�ect the
performance the most and leave out the factors which do not, which will reduce



the complexity. This will also help to re�ne the models and make the MDE tool
more e�ective.

Our future work will involve using the predicted resources to estimate the
cost of deploying and executing MapReduce jobs, thus helping the user to select
the best CSP for the job. The framework can then deploy and execute the
MapReduce job on the CSP without the user needing to deal with the intricacies
of the CSP's infrastructure. We also need to develop the modeling abstractions
for di�erent CSPs and expanding the models for various factors that impact the
performance.

4 Conclusion

In this work, we proposed a framework for conducting price/performance trade-
o�s in executing MapReduce jobs at various CSPs, selecting the best option
and deploying and executing the job on the selected CSP infrastructure. All of
these capabilities are driven by a model-driven engineering (MDE) framework
that shields the users from the variabilities in the cloud service providers (CSPs)
and also automates the deployment of the application on the CSP platform. We
propose to o�er such a solution as a web-hosted service, possibly as a software-
as-a-service, by a providers who is willing to incur the initial cost of training the
tool for various con�gurations on di�erent CSPs. They can then provide services
to customers who will pay a fraction of the cost of the saving they get by using
the solution. We have conducted preliminary work including training a system
on a private cloud platform as well as public clouds. The MDE abstractions
are being developed and the realization as a web-hosted service is still under
development.
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