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Abstract—One of the most widely used frameworks for programming MapReduce-based applications is Apache Hadoop. Despite its popularity, however, application developers face numerous challenges in using the Hadoop framework, which stem from having to effectively manage the resources of a MapReduce cluster, and configuring the framework in a way that will optimize the performance and reliability of MapReduce applications running on it. This paper addresses these problems by presenting the Profiling and Performance Analysis-based System (PPABS) framework, which automates the tuning of Hadoop configuration settings based on deduced application performance requirements. The PPABS framework comprises two distinct phases called the Analyzer, which trains PPABS to form a set of equivalence classes of MapReduce applications for which the most appropriate Hadoop configuration parameters that maximally improve performance for that class are determined, and the Recognizer, which classifies an incoming unknown job to one of these equivalence classes so that its Hadoop configuration parameters can be self-tuned. The key research contributions in the Analyzer phase include modifications to the well-known k-means ++ clustering and Simulated Annealing algorithms, which were required to adapt them to the MapReduce paradigm. The key contributions in the Recognizer phase include an approach to classify an unknown, incoming job to one of the equivalence classes and a control strategy to self-tune the Hadoop cluster configuration parameters for that job. Experimental results comparing the performance improvements for three different classes of applications running on Hadoop clusters deployed on Amazon EC2 show promising results.
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I. INTRODUCTION

As the amount of data to be analyzed keeps growing and the need to process it fast becomes important, classical parallel data warehousing techniques, which traditionally have been the best technologies to store, manage and analyze data, tend now to be inefficient, inflexible and thus incredibly expensive for both commercial and technical consideration [1]. Scientists and engineers are therefore adopting new parallel programming models which can not only meet the requirements of scalability, but also automatically handle resource management, fault tolerance, and other issues on distributed system [2]. One such paradigm called MapReduce [3], is becoming quite popular for high performance computing and Big Data analytics.

The basic concept behind MapReduce is breaking a computation task into map and reduce phases [3], [4]. At the beginning of the map phase, the input job is divided and then assigned to several worker nodes by a master node. Then the map function running on the worker nodes converts the original data to a series of key-value pairs for future use. In the reduce phase, the master node collects the output of the map function from the worker nodes, and then assigns reduce tasks that do aggregating, combining, filtering or transforming functions on these key-value pairs using a user-supplied function to form the final output [4], [5].

A widely used, open-source platform for building MapReduce-based applications is Apache Hadoop [6]. Despite the popularity of Hadoop MapReduce, application developers face a number of challenges using Hadoop to obtain the most effective performance for their applications. For example, application developers often must decide how best to make use of the cluster resources, and thus optimize its performance for both general jobs, such as sorting and searching, and other specific applications [7].

Recently, researchers have shown that Hadoop cluster configurations play a significant role on the performance delivered to applications, i.e., even a tiny change to one configuration parameter’s value makes a huge difference to performance when running the same MapReduce job with the same size of data input [8]. Moreover, because of its blackbox-like feature, it is also incredibly difficult to find a straightforward mathematical model relating the cluster configuration to a specific job. In summary, it is unreasonable to use the same configuration for all kinds of MapReduce jobs; however, it is also hard for developers to find an optimal configuration for their job.

To address this problem, we have developed the Profiling and Performance Analysis Based Self-tuning (PPABS) framework. The PPABS framework comprises two distinct phases called the Analyzer, which trains PPABS to form a set of equivalence classes of MapReduce applications for which the optimal Hadoop configuration parameters are determined, and the Recognizer, which classifies an incoming unknown job to one of these equivalence classes so that its Hadoop configuration parameters can be self-tuned.

This paper makes the following research contributions in the context of the two phases of the PPABS framework:

1In this paper “optimal” refers to the desired solution that will maximize performance improvements.
The Analyzer combines profiling of MapReduce job performance with data mining techniques to dynamically classify MapReduce applications into a set of well-defined partitions or equivalence classes. Specifically, we provide a modified \textit{k-means++} clustering algorithm. Additionally, it includes modifications to the well-known Simulated Annealing algorithm to find the desired solution and fine-tune the Hadoop cluster configuration for the job classes identified in the first step.

The Recognizer classifies an unknown incoming job to one of the equivalence classes by first executing the job on a small portion of its inputs using default Hadoop configurations and applying pattern recognition techniques to classify it. After classifying the job to one of the equivalence classes, the configuration settings are automatically applied to provide significantly improved performance for the new incoming job.

To evaluate PPABS, we deployed a Hadoop cluster in Amazon EC2 and trained our PPABS system to create three equivalence classes using applications drawn from the Hadoop Examples set, Hadoop Benchmarks set, and HiBench. The experimental results comparing the performance improvements made possible by PPABS for three representative applications one per equivalence class: Word Count, Tera Sort, and Grep over default configurations supported by Hadoop show promising results.

The rest of this paper is organized as follows. Section II discusses related work and compares them with our system; Section III presents in detail the design and implementation of PPABS; In Section IV we evaluate PPABS and analyze the performance improvements seen in our three representation application examples; and finally in Section V, we provide concluding remarks and discuss future work in this field.

II. RELATED WORK

Research on performance analysis of MapReduce started more than six years ago. Most of the earliest works studied the scheduling and fault tolerance mechanisms of MapReduce, such as the one presented in [9] that discussed the mathematical model of MapReduce. In [10], the authors point out that Hadoop’s scheduler can cause severe performance degradation in heterogeneous environments and present a new scheduler called Longest Approximate Time to End. Another work focused on analyzing the variant effect of resource consumption of different settings for the Map and Reduce slots, which was described in [11]. Based on the experiments, the authors showed that the difference in computation utilization pattern depends on different kinds of MapReduce jobs.

In [12], the authors classified MapReduce applications into three categories based on their CPU and I/O utilization. Even though it was the first such effort illustrating an approach to improving performance by categorizing jobs, the downside of this approach is that it considered the average utilization of CPU and I/O as the only criteria to classify MapReduce jobs and thus overlooked the more important part, which is the overall pattern of the performance characteristics of the application.

There are not many existing approaches on solving the performance problem that focus on tuning configuration parameters. A related work that characterized resources and job utilization patterns from analyzing ten months of MapReduce logs of Yahoo appears in [13]. This article pointed out that two MapReduce applications can be considered to be of the same kind if their performance pattern is similar; moreover, it concluded that similar jobs would have similar optimal solutions for the cluster configuration. In our work, we use these guidelines.

In one of the recent studies that combines MapReduce with Machine Learning algorithms, researchers in the University of Sydney modeled the relation between applications’ configuration parameters and their CPU usage history [14]. However, instead of studying performance improvement with this model, they used it only to predict the entire CPU usage in time clock cycles for the unknown job.

AROMA [15] and Starfish [16] are two recent research efforts that are related to our approach. The former system can automatically allocate the cluster resources by adapting the cluster to new jobs if their resource utilization signature matches the previously executed jobs. Such an approach does not guarantee the performance of jobs whose utilization pattern is different with any previous ones. More importantly, this paper did not present a clear way to find the optimal configuration solution even for the executed jobs. The latter effort is an attempt to find the optimal cluster settings by collecting the profile information of previous jobs, simulating executing time of new jobs, and then searching for the parameter space for solutions. However, since Hadoop MapReduce is such a complex framework with a number of parts for whom well-defined mathematical models are not yet established, we believe that the “What-If Engine Theory” introduced in this related work has the potential to fail in its searching strategy for optimal parameters.

Despite several attempts to improve the performance of MapReduce cluster exist, we believe these related works do not provide a comprehensive and reliable solution to optimize the configuration settings of MapReduce cluster, which have been shown to impact performance. Even though there are some slight similarities, our research is different from all the works above; we not only use data mining techniques to analyze a job’s profile, but also optimize the performance of MapReduce applications in a robust manner, no matter whether they are already known to have executed or are totally new.

III. PPABS DESIGN AND IMPLEMENTATION

This section details our PPABS (Profiling and Performance Analysis-Based Self-tuning) approach. Since we target the automatic configuration management for applications deployed in the Hadoop cluster, we first provide an overview of Hadoop and its configurability. Subsequently we describe the PPABS details.

A. Overview of Hadoop

Apache Hadoop is an open-source software framework implementing the MapReduce computing model that supports reliable and scalable Big Data computing. This framework is
written in the Java language and it consists of four major modules: Hadoop Common module, Hadoop Distributed File System module, Hadoop YARN module and Hadoop MapReduce module. These modules can be tuned through configuration parameters, which together dictate the performance delivered to the applications.

The Hadoop Common module contains the common utilities that support the other Hadoop modules. In this module, scripts and Java Archive files are provided to support the basic operations of Hadoop such as starting and stopping Hadoop, formatting the NameNode and so on. In addition, it also provides source code, documentation and other necessary files of Hadoop for developers.

The Hadoop Distributed File System (HDFS) module is a distributed file system that provides high throughput access to data. Compared to other existing distributed file systems, it is designed to work on low-cost, commodity hardware and to provide high quality fault-tolerance at the same time. The HDFS module has a master/slave architecture shown in Figure 1 in which a NameNode is the master that manages the file system name space, and several DataNodes serve as slaves that manage only the node they are running on.

![Hadoop Architecture with HDFS Artifacts](image)

Fig. 1. Hadoop Architecture with HDFS Artifacts

The Hadoop Yarn module is a framework for job scheduling and resource management. The fundamental idea behind this module is to split the JobTracker, which is responsible for supervising the running process of MapReduce applications, into a Resource Manager and an Application Master. The former arbitrates the resources of the entire Hadoop system, while the latter is responsible to track and monitor the status of Resource Containers from the Scheduler, which is an important component of the Resource Manager.

The Hadoop MapReduce module is a Hadoop YARN-based system for parallel data processing. Similar to the HDFS module, it has a master/slave architecture. For each MapReduce job, a JobTracker serves as a master which can be regarded as an interaction point between the client and the framework. However, when Hadoop is running a job, a number of TaskTrackers, considered as servers, not only execute tasks based on the instruction from the JobTracker, but also handle data movement between the two phases of MapReduce.

B. Hadoop Configurability

There are more than 100 parameters available for users to manipulate in the Hadoop MapReduce framework. Depending on the way in which they make an impact on the performance of MapReduce applications, these parameters are generally divided into three groups: core parameters, MapReduce-relevant parameters and DFS-relevant parameters (DFS stands for Distributed File System). The Hadoop framework uses configuration files for setting the values of these parameters in each group. Section III-D3a shows the parameters we manipulated in this research.

- **Core parameters**: These are used for defining the most important features of a MapReduce cluster. The parameters in this group are associated only to the cluster itself such as where the temporary data is stored, how large the buffer size is, and what the threshold of shuffle group is, among others.

- **MapReduce-relevant parameters**: The parameters in this group are relevant to the MapReduce procedure: some of them have a direct effect only on the Map phase or Reduce phase, while others may have an effect on both phases.

- **DFS-relevant parameters**: The parameters, such as the one specifying how many replicas should be stored, belong to DFS group.

C. PPABS Architecture and Solution Overview

Our overall approach to the automated configuration management of a Hadoop cluster is based on a machine learning phase, which then is used for self-tuning. The machine learning phase requires training. Based on the learned knowledge, the system makes effective configuration decisions for a new, incoming job and applies these configuration decisions to automate the entire process thereby relieving the application developers from these challenges. The overall design and workflow of the PPABS systems shown in Figure 2 can be viewed as comprising two major parts: the Analyzer and the Recognizer. The Analyzer is based on history and is a completely offline step; the Recognizer however runs each time when a client submits a new job and hence is semi-online.

![PPABS Workflow](image)

Fig. 2. PPABS Architecture

D. PPABS Analyzer Phase

There are three steps in the Analyzer phase: Data Collection (Section III-D1), Job Clustering (Section III-D2) and
Optimum Searching (Section III-D3). In the first step, we collect data from previous jobs and model a job’s performance pattern along several attributes and their values. Using these attributes, in the second step we group previous jobs using modifications we made to the well-known \textit{k-means ++} clustering algorithm [17]. Subsequently we search the configuration parameters space to find the desired solution for each cluster with our modified Simulated Annealing algorithm.

1) Collecting History Data of Job Performance: Based on insights gained from related scientific works [11], [13], we arrived at an important conclusion: MapReduce applications can be classified into a finite set of categories or equivalence classes, where each equivalence class illustrates similar CPU and I/O utilization patterns among MapReduce applications belonging to that class. Moreover, through our investigations we have also found that different sizes of input data will affect the performance pattern differently to some degree. Therefore, it is necessary to develop a more accurate method, beyond simply CPU and I/O utilization, to define the performance characteristics. In our case, therefore, we have redefined the performance model and developed a new solution, which can not only eliminate this effect caused by different data sizes, but also describe the jobs’ performance based on their features, for example, whether they are CPU-bound or IO-bound.

In this new model, we considered the entire computer system over a period of time, which is also our sampling time interval and is attributed to three resources: CPU, memory and disk. Each of these resources is responsible for a time interval in this entire sampling period. For instance, if a sampling period is 2 seconds, then it is of interest to us to know the amount of time that the computer spends on CPU, memory and disk in this period. Considering that the CPU subsystem is either running in kernel mode or user mode all the time, we also divide it into two parts: kernel and user.

In this new model, we considered the entire computer system over a period of time, which is also our sampling time interval and is attributed to three resources: CPU, memory and disk. Each of these resources is responsible for a time interval in this entire sampling period. For instance, if a sampling period is 2 seconds, then it is of interest to us to know the amount of time that the computer spends on CPU, memory and disk in this period. Considering that the CPU subsystem is either running in kernel mode or user mode all the time, we also divide it into two parts: kernel and user.

\begin{align}
P[x] &= Kernel[x] + User[x] + Idle[x] + IO[x] + Steal[x] \quad (1)
\end{align}

where, $P$ is the performance model and $x$ is used to indicate the index of the sampling interval, e.g., $P[3]$ means the performance in the third interval. More details of each variable can be found in Table I. Since Equation 1 represents only one time interval, the entire running performance of a Hadoop MapReduce job of which the running time can be divided into $N$ intervals, is captured in Equations 2 and 3.

\begin{align}
&P[k] = P_M[k] \bigcup \mathcal{P}_W[k] \quad (2) \\
&P[Total] = \sum P[k] \quad (3)
\end{align}

Note that the master node is responsible for collecting data and assigning tasks to the slave nodes, however, slave nodes only execute their own tasks based on the instructions from the master. Therefore, on one hand, the performance of master node and the performance of slave nodes are significantly different when running a MapReduce job, while on the other hand, the difference among the slave nodes is very slight. However, because the size of a Hadoop MapReduce cluster is often large, it is not feasible to use all the utilization data gathered from each slave node. To solve this problem by processing the gathered data, we came up with Equation 2 for the $k^{th}$ interval in which $P_M$ is the performance of the master node in a Hadoop MapReduce cluster, and $\mathcal{P}_W$ is the average performance of all worker nodes in this cluster. The total performance over all the intervals is shown in Equation 3.

2) Job Clustering: Since our goal is to identify the optimal configuration settings of a MapReduce cluster for each MapReduce application, no matter whether the job is a totally

Figure 3 shows an example of the kinds of data we collect during the training phase of PPABS. As shown, we have gathered a five-dimensional statistical data from jobs that have been executed for training purposes. However, since our sampling technique is time-series based, it is obviously impossible to get the same running time from different jobs; for instance, it may take 5 minutes to complete job A while it could take 10 minutes or even longer to complete another. In fact, the length of data gathered always varies from job to job. In our case, a reasonable solution to solve this issue of data heterogeneity and ensuring that we get the same length of time series data is to use sampling as suggested in [18]. Thus, in this stage, the collected data of each job is converted into normalized sets so that all the sets are ultimately of the same length.

Using this information, the performance model for a specified time interval can be described by Equation 1.

\begin{align}
P[x] &= Kernel[x] + User[x] + Idle[x] + IO[x] + Steal[x] \quad (1)
\end{align}

where, $P$ is the performance model and $x$ is used to indicate the index of the sampling interval, e.g., $P[3]$ means the performance in the third interval. More details of each variable can be found in Table I. Since Equation 1 represents only one time interval, the entire running performance of a Hadoop MapReduce job of which the running time can be divided into $N$ intervals, is captured in Equations 2 and 3.

\begin{align}
&P[k] = P_M[k] \bigcup \mathcal{P}_W[k] \quad (2) \\
&P[Total] = \sum P[k] \quad (3)
\end{align}

Note that the master node is responsible for collecting data and assigning tasks to the slave nodes, however, slave nodes only execute their own tasks based on the instructions from the master. Therefore, on one hand, the performance of master node and the performance of slave nodes are significantly different when running a MapReduce job, while on the other hand, the difference among the slave nodes is very slight. However, because the size of a Hadoop MapReduce cluster is often large, it is not feasible to use all the utilization data gathered from each slave node. To solve this problem by processing the gathered data, we came up with Equation 2 for the $k^{th}$ interval in which $P_M$ is the performance of the master node in a Hadoop MapReduce cluster, and $\mathcal{P}_W$ is the average performance of all worker nodes in this cluster. The total performance over all the intervals is shown in Equation 3.

2) Job Clustering: Since our goal is to identify the optimal configuration settings of a MapReduce cluster for each MapReduce application, no matter whether the job is a totally
new one or the one used in the training phase, it is very important to group all previously executed jobs used in the training phase based on their performance pattern so that our system can recognize and classify a new unknown job with the group rules and make sure an optimal solution of this group is loaded correctly. Therefore a clustering algorithm is needed in this grouping situation. Several clustering algorithms are frequently used in the field of Data Mining [19]. After conducting a comparison on their cluster models and use cases, we determined that k-means++ [17], which is a popular Centroid-based Clustering algorithm, is an appropriate choice for our research.

K-means++ belongs to the k-means class of algorithms for which the goal is to improve the clustering performance of the original k-means. In the original k-means, a D-dimensional vector is considered as a point and the goal is to automatically partition N input points into K clusters in which each point belongs to a cluster with the shortest distance from the point itself to the center of this cluster. In our case, since the collected performance data of a MapReduce job is a multi-dimensional vector (see Figure 3), it is also appropriate to be regarded as a point. However, one major disadvantage is that the clusters found by the k-means algorithm could be arbitrarily bad compared to the desired solution.

Compared to the original algorithm, the k-means++ algorithm specifies the cluster initialization stage before proceeding with the standard k-means clustering algorithm. This improvement not only addresses the obstacle we mentioned above but also guarantees finding a solution that is $O(\log k)$ competitive to the optimal one.

However, one drawback of the k-means++ algorithm for our context is that the cluster centers obtained from it are very likely to be points which cannot be mapped to realistic and feasible MapReduce application configurations. Thus, applying the k-means++ algorithm as is makes no sense for this step of our PPABs system. We have therefore modified it with a selection stage to ensure that the centers we finally find are real, feasible points. The details of the modified algorithm are described in Figure 4.

In the modified k-means++ algorithm, first we initialize the clusters by randomly selecting their centers (see Initialization phase). Then we iteratively update these clusters by reassigning points to them. Finally we select the real cluster centers by approximating them to the nearest point of the virtual center for each cluster (see Line 2 in Selecting Real Clusters). Each real cluster center we find from this Job Clustering step is eligible to represent the cluster itself, which also represents an equivalence class of MapReduce applications that have similar performance patterns that get assigned to the same cluster.

3) Searching for the Optimum Configuration: In the previous step we find several “center” MapReduce applications, which are essentially the centers of the clusters found using the clustering technique shown in Section III-D2. Each such center is representative of all the applications that belong to that equivalence class and hence the optimum configuration for that center application applies to all applications belonging to that class. Our job now is to find an optimum Hadoop configuration per equivalence class. The details of the searching algorithm are presented, which comprises two parts: selecting the parameters and conducting a search.

a) Parameter Selection: Recall that each configuration parameter may have some impact on the global performance of a MapReduce application executing in the cluster. Even though some parameters have Boolean values, the types of most parameters are still Integer or Double. Therefore, assuming there are 100 parameters and the average number of their possible values is 1,000, the size of the search space becomes $100,000$. In this situation, the searching time in total is $20,000,000$ seconds if the average running time for a MapReduce application is 200 seconds (in most cases, the running time could be longer than 1,000 seconds).

It is unrealistic and expensive for us to use all parameters in this research. Thus, our strategy to decrease the size of the parameter space consists of three steps: (1) For parameters that have binary values, we just simply either set their values to the default or the values recommended by Apache Hadoop group [20], (2) For others, following the suggestions from related research on Hadoop parameters [11], [21], [22], we compared the parameters with each other based on their impact on the performance of a MapReduce cluster and only select the most important ones, and (3) For the parameters we selected from Step (2), instead of selecting all possible values from the original range, we use the optimal range of their values described in [23]. Subsequently, the list of parameters being...
selected to build the search space is as shown in Table II.

<table>
<thead>
<tr>
<th>Name</th>
<th>Default Value</th>
<th>Optimal Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>io.sort.mb</td>
<td>100</td>
<td>100 ~ 300</td>
<td>The size of buffer when sorting files</td>
</tr>
<tr>
<td>io.sort.factor</td>
<td>10</td>
<td>50 ~ 100</td>
<td>The number of streams while sorting</td>
</tr>
<tr>
<td>io.sort.split.percent</td>
<td>0.8</td>
<td>0.5 ~ 0.8</td>
<td>The sort threshold to decide whether sort contents to disk</td>
</tr>
<tr>
<td>mapred.tasktracker.map</td>
<td>2</td>
<td>1 ~ 4</td>
<td>The maximum number of Map tasks running on a node</td>
</tr>
<tr>
<td>mapred.tasktracker.reduce</td>
<td>2</td>
<td>1 ~ 4</td>
<td>The maximum number of Reduce tasks running on a node</td>
</tr>
<tr>
<td>mapred.child.java.opts</td>
<td>200m</td>
<td>200 ~ 1,000m</td>
<td>Java opts for the children processes</td>
</tr>
<tr>
<td>mapred.reduce.parallel.copies</td>
<td>5</td>
<td>6 ~ 12</td>
<td>The number of parallel transfers running in Reduce phase</td>
</tr>
<tr>
<td>dfs.block.size</td>
<td>64m</td>
<td>128 ~ 640m</td>
<td>The size of block in file system</td>
</tr>
</tbody>
</table>

b) Searching Algorithm: The analysis above shows that the size of the entire search space has shrunk significantly. Now our parameter space can be modeled mathematically as a two-dimensional vector \( S \) in which every parameter is a one-dimensional vector \( S[i], i = 1, 2, 3 \cdots N \). In addition, the length of \( S[i] \) depends on how many possible values could be set for the \( i \)th parameter. For example, the length of \( S[6] \), for the parameter mapred.reduce.parallel.copies is 6 while the length of \( S[7] \) for the parameter dfs.block.size is 9 if we decide to change it in 64 unit increments.

Thus, our goal of finding the optimal configuration settings has been converted to searching for the optimal combination of these vectors so that the output, which is the execution time for a MapReduce job, of this combination is as small as possible. This problem now becomes a Combinatorial Optimization problem [24], a subject that is aimed at searching an optimal solution from a finite set of objects. To address the challenges stemming from having to conduct an exhaustive search, an alternative metaheuristic method is Local Search.

There are several well-defined methods within Local Search, such as Hill Climbing, Tabu Search and Simulated Annealing. The drawback with Hill Climbing is called premature convergence, which means that this greedy algorithm is very likely to find the nearest local optimum with low quality [25]. On the other hand, even though Tabu Search can prevent this disadvantage by maintaining a Tabu list to record the previous tries, it is not a reasonable method because it is too time consuming. In Tabu Search, every neighboring candidate should be tried so that this algorithm can choose the best one to navigate. Whereas in our case, using Tabu Search means to run a MapReduce job several times with every possible configuration settings in each step; it is definitely unrealistic and inefficient even with the reduced set of parameters we have chosen.

Compared to these two algorithms described above, Simulated Annealing is more appealing for our case to search the optimal solution for MapReduce cluster configuration. The main reason is that Simulated Annealing prevents low quality local optimum by occasionally accepting a solution even if it may be worse than the current one with a probability-based mechanism [26], [27]. However the shortcoming of the standard Simulated Annealing method is that it is memoryless, i.e., it could simply repeat the previous track without “remembering” that it has done the same step before. For the purpose of preventing our system from entering this situation, we have modified the original algorithm by combining it with a concept from Tabu Search. That is to say, we add a memory structure to the standard Simulated Annealing to record the latest status in our approach.

Before introducing the details of the modified Simulated Annealing algorithm, it is necessary to describe its terminology and how we combine it with our research. The following additional concepts are part of our modified algorithm:

- **Energy:** It is the criterion to decide whether a candidate solution is good, which is based on the running time of a MapReduce application with a configuration setting.

- **Neighbors:** They represent the states that this algorithm could “jump” to from the current state. In our system, these are the nearest configuration settings we could change from the current one. For instance, if the current solution vector is \( [S[0][x], S[1][y], S[2][z] \cdots S[M][\alpha]] \), then its neighbors could be \( [S[0][x \pm 1], S[1][y], S[2][z] \cdots S[M][\alpha]], [S[0][x], S[1][y \pm 1], S[2][z] \cdots S[M][\alpha]], [S[0][x], S[1][y], S[2][z] \cdots S[M][\alpha \pm 1]] \).

- **Probability and Temperature:** This criterion decides whether an attempt will actually be selected.

**Fig. 5.** Modified Simulated Annealing Algorithm

The PPABS system implemented the modified Simulated Annealing algorithm, shown in Figure 5, to find the optimal parameter settings for each “center” MapReduce application. This algorithm initializes variables such as Temperature, Current Energy and Memory first, and then it iteratively searches
the parameter space to find candidate solutions. In this case, whether a candidate solution is good or bad depends on its performance, which is the execution time of running a MapReduce application with the candidate configuration settings. When the iteration ends, this algorithm returns the best solutions for each “center” MapReduce application. The PPABS system then generates the configuration files based on the best solutions and saves these configuration files into a configuration library for future use by the Recognizer phase.

E. PPABS Recognizer Phase

The Recognizer phase also consists of three steps: Job Sampling (Section III-E1), Job Classification (Section III-E2) and Configuration Setting (Section III-E3). When a new job is submitted by the client, the PPABS system samples this job by running it with only part of its input data at first. Based on the job profile gathered from the first step, in the Job Classification step the system determines the equivalence class to which this unknown job belongs to. After completing these steps above, the Recognizer then loads the configuration files corresponding to the identified equivalence class and runs the submitted job with its entire input data set. Section III-E4 discusses the cost model for the Recognizer phase.

1) Job Sampling: One major advantage of any distributed file system is that it uses objects to associate logical paths with physical addresses so that it becomes possible for us to break data with very large size into smaller parts, and then store them in distributed manner while maintaining a unified logical path for this data. Similarly, HDFS, the Hadoop Distributed File System, is an implementation of the Scalable DFS for Hadoop MapReduce framework. Since the entire file system is broken into blocks, any very large data set submitted is also stored in distributed blocks. This feature of HDFS can be exploited to sample a job by using data only from a few blocks instead of the entire data set.

Moreover, typically a MapReduce job consists of two parts: the job itself and data. After comparing these two parts we have found that the size of the job (i.e., size of the executable) is much smaller than the size of data for most MapReduce jobs. Take WordCount as an example; the size of this job’s codes is only a few kilobytes, whereas the size of the input data set can become as large as hundreds of terabytes. Moreover, since the performance pattern of a MapReduce job is closely related to the job itself instead of the size of data set [8], we believe that sampling the job, which means to run a newly submitted job with only a small part of input data and using the default configurations, is reasonable for us to understand the performance pattern of this job and classify it into one of the previously identified equivalence classes, and thereby tune its parameters. This is precisely the approach we use in PPABS when a new job is submitted to our system.

2) Job Classification: While we are running a new job with part of its input data, we also collect the performance data from the Job Sampling step as above. Similar to the training process described in Section III-D1, the data gathered from the sampling step is a multidimensional time series. Since we used “center” to describe the performance patterns of a group of MapReduce jobs in Section III-D2, the procedure of Pattern Recognition is converted to a problem of finding the nearest center of a point if we model this new job that must be classified as a point which is newly added to the clustering space. Therefore, the algorithm we use is very simple as shown in Figure 6.

![Fig. 6. Classifying an Incoming Unknown Job](image-url)

3) Configuration Setting: After sampling and classifying an unknown incoming job, our system automatically loads the tuned configuration files from the configuration library and runs this job again with its entire data set. One issue with this solution is that if the number of executed jobs increases with the increasing number of submitted jobs, then it is necessary to re-cluster the jobs so that we can keep the centers updated. Nevertheless, if the clusters are recomputed, returning our existing MapReduce configuration settings is also needed. This process, unfortunately, takes considerable time. Therefore, it becomes significantly crucial for us to maintain a balance between updating clusters and making the system stay at its current status. In this case, our approach is to set a counter which is added by one each time when a job is completed. With this mechanism, our PPABS system restarts if the counter reaches the threshold we initially set, otherwise this system just stays and uses the results it previously found.

4) Cost Model of the Recognizer and Impact on Application Performance: Understanding the cost of this semi-online Recognizer step is important. The three major steps in the Recognizer are Job Sampling, Job Classification and Configuration Setting. Different from the Analyzer, the Recognizer is a semi-online part of our PPABS system. Thus, the time spent on these three steps must be included in the total running time for a new job as shown in Equation 4.

\[
T_{Total} = T_{Sampling} + T_{Classification} + T_{Setting} + T_{OptTotal}
\]  

(4)

If we assume the cost model of a MapReduce job as linear related to the size of data set, and the time spent on a MapReduce job running with its entire data set using the default configuration settings is \(T_{Default}\), we can get Equation 5. In Equation 5, \(M\) is the total number of blocks used to store the total data set, while \(S\) is the number of blocks used to store the sampling part.

\[
T_{Sampling} = T_{Default} * (S/M)
\]  

(5)
From our analysis we found that the time spent on the Job Classification step and Configuration Setting is so small compared to the time spent on other steps, that our cost model can be approximated as shown in Equation 6, where \( T_{OptTotal} \) is the total running time of the new job with the optimum configuration settings using its entire data set.

\[
T_{Total} = T_{Default} \times (S/M) + T_{OptTotal} \tag{6}
\]

The performance improvement stemming from our PPABS system can be determined from how much \( T_{Total} \) is an improvement over \( T_{Default} \). Theoretically, the percentage improvement can be modeled as shown in Equation 7, which can be derived as shown in the Proof below.

\[
\Delta I = \frac{M-S}{M} \times T_{Default} - T_{OptTotal} \times 100\% \tag{7}
\]

**Proof:**

\[
\Delta T = T_{default} - T_{total}
\]

\[
= T_{default} - (T_{default} \times (S/M) + T_{OptTotal})
\]

\[
= T_{default} \times (1 - (S/M)) - T_{OptTotal}
\]

\[
= \frac{M-S}{M} \times T_{default} - T_{OptTotal}
\]

Since perf improvement is given by,

\[
\Delta I = \frac{\Delta T}{T_{default}} \times 100\%
\]

Substituting for \( \Delta T \) gives Equation 7.

### IV. Evaluating PPABS-generated Hadoop Configurations

This section describes results of experiments comparing the performance of MapReduce applications using Hadoop cluster configurations defined by PPABS versus the default ones.

#### A. Experimental Settings

We implemented and evaluated the PPABS system on a Hadoop MapReduce cluster that was deployed on the Amazon EC2 Web Service. This Hadoop cluster consists of five DataNodes, considered in the slave roles only, and one NameNode which serves is both the slave role and master role in our system. The details of these nodes are listed in Table III. The version of Hadoop we used is 1.0.4 and we have set the number of replicas to be 6 since there are 6 nodes in total in this cluster.

<table>
<thead>
<tr>
<th>Table III</th>
<th>Description of Cluster Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td>Instance Type</td>
</tr>
<tr>
<td>Name Node</td>
<td>M1 Medium</td>
</tr>
<tr>
<td>Data Node</td>
<td>M1 Small</td>
</tr>
</tbody>
</table>

Since the Data Mining technique we used to profile and analyze the performance of MapReduce applications is \( k - means + + \), this clustering analysis algorithm needs to be trained first. Thus, it is necessary for us to decide which applications should be included in the training set of our PPABS system. In this experiment, the training set of MapReduce applications consists of three well-known sets that have predominantly being used in research: Hadoop Examples set, Hadoop Benchmarks set and HiBench, which is another benchmark set implemented by Intel. In total there are 48 applications in these three sets, however, we decided to select three most popular applications — WordCount, TeraSort and Grep — as the “unknown” and “incoming” applications to test the performance of our system. Therefore, the size of training set is 45.

Note that the training set may not be as large as some experiments in the field of Data Mining, however, if the size of MapReduce, we have plenty of reasons to believe that this set in our research is solid and large enough, especially compared to the related works, of which the number of applications used is usually less than 5. Moreover, in the step of Data Collection and Performance Analysis, or in the tuning step, we set the size of input data to be 1GB for each application.

#### B. Experimental Results

First, we present in Table IV the intermediate results generated by the Analyzer, which is the offline part of our PPABS system. We have tested the clustering algorithm in situations where we set \( K = 3, 4, 5 \) and then the size of each cluster and the average distance (normalized by percentage) between each point and the cluster center this point belongs to are also listed in the table. It can be seen from this table that the accuracy of the modified \( k - means + + \) algorithm used to cluster MapReduce jobs increases as \( K \) increases, which describes the number of clusters. The reason why we did not set \( K > 5 \) in this experiment is because a large \( K \) will make the tuning step more complicated. Based on the observation, we decided to set \( K = 4 \) for the next step in this evaluation.

<table>
<thead>
<tr>
<th>Table IV</th>
<th>Results of Job Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num of Clusters</td>
<td>Average Distance</td>
</tr>
<tr>
<td>K=3</td>
<td>21.3/100</td>
</tr>
<tr>
<td>K=4</td>
<td>15.7/100</td>
</tr>
<tr>
<td>K=5</td>
<td>13.5/100</td>
</tr>
</tbody>
</table>

Next, to evaluate the performance of the Recognizer, we provide a comparison between the tuned configuration settings and the default cluster configuration settings for WordCount, TeraSort and Grep in Table V after they are submitted to our system. We can find that there is significant difference among the tuned configurations and the default one, for instance, the value of parameter \( io.sort.mb \) in each of the tuned configuration is twice as large as the default value. Moreover, from the output of the Recognizer, we also notice that the configuration files loaded for these three MapReduce applications we have submitted are also different in some way. Take for example the parameter \( io.sort.factor \) whose optimal value found by PPABS for TeraSort is larger than the one for WordCount, while the value of this parameter for Grep is only 30, which is smaller than the others.
Finally, the performance of PPABS is evaluated as follows. We compared the execution time of WordCount with tuned configuration to the execution time with the default settings in Figure 7. Next, we compared the execution time of the other two applications with the tuned configuration to execution time with the default one in Figures 8 and 9. Moreover, in order to evaluate whether our system indeed improves the performance of MapReduce jobs when the input data is very large, the size of input data set is set to 1GB, 5GB, and 10GB. We repeated this evaluation several times to discard outliers and consider the average behavior.

![Fig. 7. Performance Comparison for Word Count](image1.png)

![Fig. 8. Performance Comparison for Tera Sort](image2.png)

These figures demonstrate that the PPABS system improves the performance of MapReduce cluster. Besides, when the size of input data set is relatively small such as only 1GB, this improvement is not very obvious. While when the size of input data becomes larger, for example, more than 5GB, the performance of all three Hadoop applications is significantly improved by our system. How much improvement in the performance also varies by the characteristics of different jobs: when the size of input data set is 10 GB, the average execution time for TeraSort decreases by 38.4%, however, in the same situation, the average execution time for WordCount decreases by only 18.7%. The reason for this difference is because our PPABS recognizes the incoming unknown jobs by classifying and assigning each of them to a cluster, but the distance between each job, which can be modeled as a point, and its cluster center varies by the job itself. Therefore, if a job is far from its cluster center, it is possible that its performance is not optimized as well as the performance of another job which is very close to its cluster center.

### V. Conclusions

This paper presented PPABS, which is a profiling and performance analysis based self-tuning system that is aimed at optimizing the configuration of the Hadoop MapReduce cluster. This system consists of two major parts: the Analyzer and the Recognizer. The former is called by PPABS before a new job is submitted. It analyzes and processes data gathered from the executed jobs and then uses a modified $k$-means ++ clustering algorithm to group these jobs based on their performance pattern into one of a predefined set of equivalence classes. A modified Simulated Annealing algorithm is presented to search for the optimal solutions for each “center” found from the Job Clustering step. The latter is called when a new job enters the system. It samples the new job by running it only with a small part of its entire data set at first. Then the Recognizer compares the new job’s profile with profiles of the “centers” and classifies this new-incoming job into one group we previously found. The last step for the Recognizer is selecting the tuned configuration files to load and run the new job with updated configuration settings.

We implemented and evaluated the benefits of PPABS by running real MapReduce applications on Amazon EC2. The experimental results showed the effectiveness of our approach in improving the performance of MapReduce applications using our self-tuned configurations compared to the execution time of the same jobs running with the default configuration. We observed that the improvement by our PPABS system is significant when the size of input data set is large.

The following limitations exist in our work requiring additional research, however, we believe the presented work is a step in the right direction. First, we have used the term

<table>
<thead>
<tr>
<th>Name</th>
<th>Default</th>
<th>Word Count</th>
<th>Tera Sort</th>
<th>Grep</th>
</tr>
</thead>
<tbody>
<tr>
<td>mapred.child.java.opts</td>
<td>200mb</td>
<td>500mb</td>
<td>800mb</td>
<td>800mb</td>
</tr>
<tr>
<td>mapred.reduce.parallelcopies</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>dfs.block.size</td>
<td>64mb</td>
<td>256mb</td>
<td>256mb</td>
<td>574mb</td>
</tr>
<tr>
<td>mapred.map.output.compress</td>
<td>FALSE</td>
<td>TRUE</td>
<td>TRUE</td>
<td>TRUE</td>
</tr>
</tbody>
</table>

TABLE V. COMPARISON OF MAPREDUCE CONFIGURATION SETTINGS FOR THE 3 APPLICATIONS
“optimal” in a somewhat loose sense in that we have not determined the structure of the objective function nor do we have a closed form formula for the optimization function. Moreover, we have not investigated if the objective function contains any discontinuities in which case local searches may be useless. Second, we have not conducted any sensitivity analysis to determine the impact of individual parameters so that the less interesting parameters can be eliminated from the optimization problem thereby reducing the number of dimensions. We will leverage our prior experience [28] in understanding these effects. Third, so far we focused only on CPU and I/O activities; other systemic effects also need to be considered. Fourth, the size of our experiments is small; in reality MapReduce applications require a large number of compute resources.

Our future work in this area centers around two enhancements. We plan to add more MapReduce applications into our training set so that we can let our system “remember” more executed jobs as history data. We plan to optimize the Job Sampling step with appropriate tradeoffs: on one hand, the time of sampling should be as short as possible; on the other hand, we have to make sure the sampled performance pattern can describe the features of each job as well. The Amazon EC2 tested we used comprised DataNodes that were homogeneous but the NameNode was different in configuration. Our future work will experiment with additional heterogeneity and scale in the system.
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