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Abstract—Industry 4.0 is leading factories to undergo a sig-
nificant transformation, where automation is achieved through
the use of modern smart technologies, such as 5G & beyond
(5G+) network and digital twins. Yet, many Industrial Internet
of Things (IIoT) applications, including smart factories and
robotic repair, present challenges in delivering dedicated and
real-time network services between the physical world entities
and their digital twins due to the different network requirements
of each sub tasks of the applications. Although 5G+ networks can
provide high-speed, low-latency, and reliable network services,
managing and optimizing the network resources in real-time
remains complex and time-consuming. To address these chal-
lenges, this paper proposes solutions to manage and optimize 5G+
network resources in real-time, and deliver dynamic and real-
time network requirements of multi-task digital twin applications.

Index Terms—Digital Twins, 5G and beyond, Industry 4.0, In-
dustrial Internet of Things (IIoT), Software-defined Networking
(SDN).

I. INTRODUCTION

With the advent of Industry 4.0, the manufacturing industry
is experiencing a significant transformation toward achieving
automation through the adoption of advanced smart technolo-
gies. Digital twin, which is a virtual model that simulates
the behaviors and responses of physical entities, is being
adopted to monitor and optimize industrial processes and
forecast future behavior [1] [2]. To ensure seamless real-time
synchronization between the physical system and its digital
twin, a communication network with high throughput and low
latency is essential. In this context, the 5G and beyond (5G+)
network technology has emerged as a promising solution to
meet the quality of service (QoS) requirements. However, the
detailed design of the network architecture remains an open
research question that requires further investigation.

In real-world Industrial Internet of Things (IIoT) appli-
cations, such as industrial robots and automated production
lines, as well as smart energy management systems, multiple
dependent sub-tasks with various traffic patterns are prevalent.
For instance, in smart energy management systems, tasks such
as energy consumption forecasting, demand-side management,

and energy trading have different traffic patterns and network
requirements. Energy consumption forecasting may require
periodic and real-time updates, whereas energy trading might
have bursty traffic patterns linked to market demands. It is
crucial to ensure real-time synchronization of these sub-tasks
with different traffic patterns to maximize energy resource uti-
lization and minimize energy waste. However, heavy network
traffic generated by some sub-tasks can lead to congestion on
both the network control and data plane, thereby adversely
impacting QoS. Furthermore, the dependencies between sub-
tasks can accumulate delays for succeeding sub-tasks. In this
context, ensuring real-time synchronization across sub-tasks
with differing traffic patterns is a crucial yet challenging task.

5G and beyond (5G+) network technology is able to to
provide low-latency, high-throughput, prioritized, and tailored
network services for communication between the physical
world and its Digital Twin [3] [4]. Network Slicing (NS)
technology, which a representative innovation in 5G+, enables
network providers to dynamically create multiple customized
and prioritized virtual networks on the same hardware in-
frastructure, thereby catering to the diverse and specific net-
working performance requirements of various applications.
For instance, Ultra-Reliable Low Latency Communication
(URLLC) [5] slice is specifically designed for industrial au-
tomation scenarios that demand high availability and ultra-low
latency. Enhanced Mobile Broadband (eMBB) [6] slice offers
a high data rate and improved network capacity, which are
crucial for virtual reality applications. Massive Machine-Type
Communication (mMTC) [7] slice is suitable for smart city
and home applications that require high device density and
low energy consumption. Therefore, a 5G-based digital twin
has emerged as a promising solution.

In a production environment, however, it can be a chal-
lenging and time-consuming task to manage and optimize
network resources continuously and proactively, as well as to
maintain and monitor the network slice lifecycle. Moreover,
constructing a 5G+-based digital twin presents challenges
in terms of ensuring real-time synchronization, scalability,
and addressing security and privacy concerns. To tackle the979-8-3503-3902-4/23/$31.00 ©2023 IEEE



aforementioned challenges, a dynamic 5G+ network slice pro-
visioning approach for digital twins is proposed in this paper.
Additionally, a 5G+ network-slice digital twin architecture is
presented to manage and optimize 5G+ network resources in
the physical system. The rest of this paper is organized as
follows: the technical challenges are discussed in Section II;
Section III presents details of the proposed solutions to re-
solving the aforementioned challenges; and finally, Section IV
offers concluding remarks alluding to future work.

II. TECHNIQUES CHALLENGES

In this section we discuss the challenges associated with
providing real-time and dynamic network services for multi-
task digital twin applications, as well as the difficulties in
effectively managing and optimizing 5G+ network resources
to address these challenges.

A. Challenge 1: Dynamic and real-time network require-
ments of multi-task digital twin applications

1) Real-time state synchronization: Digital twin technology
has been developed to create virtual models of physical entities
that are aimed at enhancing the monitoring, analysis, and
maintenance of physical systems. However, managing and
maintaining digital twins requires extensive data transmission,
which can lead to delays, congestion, and other network-
related issues. In the fields of automation and robotics, even
slight delays or latency can cause major production efficiency
reductions or safety hazards. For instance, in an automated
assembly line, a robotic arm that experiences a delay in move-
ment could result in misalignment during the assembly process
leading to defective products or equipment damage. While
5G and beyond (5G+) network technologies are recognized
for their capability to deliver low-latency and high-throughput
network services, designing a dedicated 5G+ network slicing
for an IIoT system that integrates digital twin technology
remains an underexplored research topic.

2) Reconstruction of task topology: Despite the advantages
of 5G network, real-world digital twin applications often
present challenges for real-time synchronization due to the
presence of multiple sub-tasks. For example, a digital twin
used for robotic repair may include workpiece scanning,
defect detection, tool path generation, workpiece milling,
and milling monitoring as its sub-tasks. As an application’s
topology in a physical system may involve multiple sub-
tasks, synchronizing the state of each sub-task independently
from the physical system to the digital twin may result in an
inconsistent representation of the physical world’s pipeline in
the digital twin due to network fluctuations and variations in
the data transfer rates of each sub-task. Therefore, real-time
state synchronization and data transfer are critical to ensure a
coordinated representation of the topology in the digital twin.
Additionally, heavy network traffic generated by the sub-tasks
can lead to queue backlog on both the network’s control and
data planes. Previous studies have shown that high queuing
delays within a 5G network lead to rate variability [8] that
negatively affect the QoS [9].

B. Challenge 2: Managing and optimizing 5G+ network
resources in a proactive, dynamic, and continuous manner

In a practical IIoT system, the communication needs of
various applications or sub-tasks can vary thus leading to
diverse demands on network resources. This poses challenges
for managing network resources dynamically, proactively, and
continuously. To tackle this challenge, 5G+ networks uti-
lize Network Slicing (NS) technology that enable network
providers to create multiple customized and prioritized vir-
tual networks on the same hardware infrastructure. However,
evaluating various network slicing and configuration options
to achieve optimal network performance can be challenging
and impractical in a real-world production setting. Inspired
by the success of creating digital twins for physical objects,
building a 5G+ network digital twin is a promising solution to
address these challenges. This digital twin provides a virtual
representation of the real 5G+ network through real-time traffic
synchronization. Moreover, scalability is crucial for a 5G
digital twin to be compatible with the increasing complexity
and size of the 5G network topology, requiring significant
computational resources and advanced modeling techniques.
Lastly, security and privacy concerns arise due to the sensitive
data collection and storage in the digital twin.

III. PROPOSED SOLUTIONS

In this section, we present our proposed solutions to address
the aforementioned challenges.

A. Resolving Challenge 1: A dynamic network slicing pro-
visioning approach for digital twin

To meet the real-time requirements of multi-task digital
twin applications, we propose leveraging our prior work on
the Dynamic and Autonomous Network Slice Management
(DANSM) middleware [10] as a 5G network slicing approach
for communication between the physical world and digital
twin, which is shown in Figure1. To highlight the idea, we
use a robotic repair as an example of an IIoT use case,
which requires real-time synchronization between the physical
system and its digital twin. As depicted in Figure 1, a
5G+ network comprises User Equipment (UE), Radio Access
Network (RAN), and Core Network (CN). The UE, which
includes 5G-enabled mobile devices, establishes wireless con-
nections with the RAN, which provides wireless connectivity
between the UE and CN. In the robotic repair example, the
UE can comprise a 5G-enabled cameras and a 5G-enabled
robotic arm, where each UE is responsible for a specific sub-
task with its own network requirements. To ensure real-time
synchronization, we employ Multi-access Edge Computing
(MEC) in close proximity to the RAN, enabling the real-time
defect detection sub-task within the robotic repair.

By bringing computing resources closer to the RAN, the
latency in transmitting data between the physical network
and the digital twin is reduced thus resulting in a more
accurate emulation and testing of the network. This is critical
for real-time synchronization in the digital twin leading to
faster decision-making and improved efficiency and overall



Fig. 1: A dynamic network slicing provisioning approach

performance of the robotic repair. This approach differs from
the traditional 5G architecture, where MEC is usually placed in
the CN, away from the RAN. Then the network flow processed
by RAN and MEC will be forwarded to the CN, which
manages and orchestrates a number of network functions from
both the control plane and the data plane. The service-based
5G core network allows us to deploy a number of independent
network slices to satisfy various network requirements from
UE and its applications.

To that end, we create a specific type of network slice
for every sub-task within the robotic repair based on its net-
work requirements. In our CN architecture, every independent
network slice has its own dedicated control plane functions,
which are responsible for managing the network resources
within the slice. This independent slice design reduces the
risk of misconfiguration and potential security vulnerabilities.
Moreover, the dedicated control plane functions enable each
slice to scale up and down its own data plane functions
based on the real-time traffic pattern. To improve network
scalability and resource utilization, we deployed the DANSM
in a Software-defined Networking (SDN) [11] controller to
perform the following tasks: 1) computing the sub-task priority
for determining the dynamic and autonomous assignment/re-
lease of network resources within each network slice; 2)
utilizing multiple M/M/1 queuing model to balance the load
and minimize the queuing latency among every network slice;
and (3) propose a heuristic algorithm to schedule the sub-tasks
and dynamically manage the network resources based on the
sub-task priority.

In conclusion, the MEC-based multiple network slicing
approach helps minimize the end-to-end latency between phys-
ical world devices and their digital twin. Furthermore, the
use of DANSM improves resource utilization and minimizes
queuing latency, resulting in further reduction of end-to-end
latency and enhanced performance of the digital twin.

B. Resolving Challenge 2: A 5G+ network slicing digital
twin

To address the challenges of managing and optimizing 5G+
network resources in a proactive, dynamic, and continuous
manner, we propose a 5G+ digital twin architecture as shown

in Figure 2. Our 5G+ network slicing digital twin consists
of 5 modules. 1) Data Repository module is responsible for
collecting, storing, and processing data from the physical 5G+
network. It serves as a logically centralized location for all the
data needed for the digital twin, allowing for efficient access
and analysis by other modules while ensuring sensitive data is
securely stored and processed to address security and privacy
concerns. 2) Traffic Emulator and Monitoring is responsible
for current network behavior emulation and monitoring in the
virtual environment. This module addresses the need for real-
time synchronization with the physical network by creating
virtual network traffic based on data obtained from the Data
Repository by UE and RAN emulator, routing and forwarding
the virtual traffic by Service-Based 5G Core Network. More-
over, this module allows for the monitoring of all virtual traffic
by the SDN controller and includes tools for measuring and
analyzing network performance metrics, as well as identifying
potential bottlenecks for improvement. 3) Data Analysis and
Optimization module analyzes the data collected by the Data
Repository module to optimize network performance, resource
allocation, and QoS based on analysis results. Using ad-
vanced analytics and machine learning algorithms, this module
identifies and predicts network traffic patterns and trends,
and makes recommendations for network optimization, which
can be tested in the Traffic Simulator module. In addition,
the module provides real-time feedback to network operators
through the Digital Twin Manager on network performance.
4) Traffic Simulator module is responsible for simulating and
testing different network slicing scenarios and configurations
in a controlled environment. It works in conjunction with the
Traffic Emulator and Monitoring module to generate virtual
network traffic and assess the network’s performance under
different scenarios. This module allows network operators
to evaluate and optimize the network’s performance before
implementing any changes in the physical network, thus
addressing the challenge of scalability and reducing the risk
of disruptions or downtime. It also serves as a platform for
testing new network applications and services before they are
deployed. 5) Digital Twin Manager module is responsible
for managing and coordinating all the modules of the 5G+
network slicing digital twin. It acts as a controller that connects



Fig. 2: A 5G+ network slicing digital twin architecture

and synchronizes the data and operations between different
modules. This module provides feedback to network operators
for network optimization and management. Additionally, it
provides an interface for network operators to interact with
the digital twin and access its data and functionalities.

IV. CONCLUSION AND FUTURE WORK

This paper presented the challenges in utilizing digital twin
technology in Industry 4.0 applications for efficient monitoring
and maintenance, which require extensive data transmission
and may result in delays and network-related issues. Although
5G and beyond (5G+) network technology is widely adopted
to overcome these challenges, real-world digital twin appli-
cations still pose challenges in delivering dynamic and real-
time network services for multi-task applications with varying
traffic patterns. To address these challenges, a dynamic 5G
network slicing provisioning approach has been proposed. To
address the additional challenges of managing and optimizing
5G network resources in a proactive, dynamic, and continuous
manner, a 5-module 5G+ network slicing digital twin archi-
tecture is presented. In the future, several research directions
will be explored. Firstly, we aim to implement an edge-centric
distributed deep learning approach [12] to identify suitable
network resources. Secondly, we plan to integrate the zero-
trust security module [13] into our current 5G+ network slicing
digital twin architecture to enforce zero-trust access controls
to critical assets and resources. Lastly, we aim to extend our
current 5G+ network slicing digital twin architecture to a
federated learning framework, enabling collaboration across
different organizations while ensuring data privacy.
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