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Abstract

Background: Laryngeal movement disorders (LMDs) is a class of rare neu-
rological disorders, including three sub-disorders: essential tremor of voice
(ETV) and abductor and adductor spasmodic dysphonia (ABSD and ADSD).
The debilitating socioemotional and socioeconomic consequences of LMDs
motivate researchers to develop automated methods to diagnose these disor-
ders early. Deep learning-based methods have been recently introduced to
perform voice disorder detection, but differentiating the three sub-disorders
of LMDs remains hard due to limited available databases. Moreover, unlike
other voice disorders (such as structural disorders) that can be diagnosed
accurately by visualizing the larynx, LMDs are most identified from audi-
tory cues in recording signals. Although prior work has demonstrated that
sustained phonations can help detect pathological voice from healthy voice,
an open research question is which sub-disorder benefits most from diagnosis
based on sustained phonations.
Method: A Transfer learning strategy is developed for LMD diagnosis with
limited data. First, an extra vocally healthy database from the International
Dialects of English Archive (IDEA) is employed to pre-train a convolutional
autoencoder. The proportion of the pre-trained encoder to transfer is then
explored, and its impact on LMD diagnosis is evaluated, yielding a two-stage
transfer model. Finally, to verify the different effects of applying sustained
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phonations on diagnosing the three sub-disorders and to boost the final diag-
nostic performance, a third stage is designed following the initial two stages,
where information of pathological sustained phonations is embedded into the
model.
Results: The analysis of clinician-labeled pathological data obtained from
the Vanderbilt University Medical Center (VUMC) shows that the proposed
multi-stage transfer learning strategy can produce (1) accuracy of 65.3% on
classifying normal and other three sub-disorders all at once, (2) accuracy of
85.3% in differentiating normal, ABSD, and ETV, and (3) accuracy of 77.7%
for normal, ADSD and ETV. Moreover, diagnosing ETV shows sensitivity
to sustained phonations within the current database.

Keywords: Laryngeal Movement Disorders, Autoencoder, Transfer
Learning, Limited data, Sustained Phonation

1. Introduction

The challenges of diagnosing laryngeal movement disorders. La-
ryngeal movement disorders (LMDs), including adductor spasmodic dyspho-
nia (ADSD), abductor spasmodic dysphonia (ABSD) and essential tremor
of voice (ETV) are neurogenic disorders affecting the larynx. LMDs are
considered rare, with estimated incidence 1:100,000 in North America [1].
These disorders produce involuntary spasms of the vocal folds during voiced
(ADSD) or unvoiced sounds (ABSD), and/or rhythmic oscillations of the lar-
ynx resulting in tremulous variations in pitch and loudness (ETV). Although
LMDs are not life threatening, they can significantly impact patient qual-
ity of life [2]. For example, patients report heavy psycho-social burdens for
themselves and their families as a result of their decline in communicative
function [3].

Currently, there is no definitive medical test to confirm diagnosis of spas-
modic dysphonia [4, 5]. The diagnosic process typically involves consultation
with multiple providers, and the encounter-to-diagnosis lag time is almost 4.5
years [6]. Delay in diagnosis is driven by a lack of objective assessments to
accurately and efficiently screen and diagnose ADSD and ABSD [4]. Unlike
other voice disorders that rely on visualization of the vocal folds for accurate
diagnosis [7, 8], ADSD and ABSD are most effectively identified from audi-
tory cues in the acoustic signal [9]. Diagnosis based on perceptual analysis
requires special clinical expertise in identifying the salient acoustic qualities
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that differentiate these disorders from each other and/or other functional
voice disorders [10, 11].

For individuals with ETV, laryngeal oscillations associated with the dis-
order can be appreciated via laryngoscopy; however, severe ETV can present
auditorily as voice breaks on voiced sounds. Further, ETV may present in
isolation, or concomitantly with ADSD and/or ABSD. Thus, it is important
that acoustic-based diagnostic tools can differentiate between these disorders
to help differentiate mixed phenotypes from pure ADSD or ABSD. Due to
the challenges in differentially diagnosing these disorders and the high re-
liance on the acoustic signal for obtaining diagnosis, acoustic-based machine
learning diagnostic tools are a promising avenue of research.

Applying transfer learning to improve LMD diagnosis. The pro-
cess of detecting pathological voice from healthy voice is a binary classifica-
tion problem referred to as ”voice disorder detection”. At the next level, the
process of diagnosing different types of voice disorders is a multi-class classi-
fication problem referred to as ”voice disorder classification”. To date, most
voice disorders multi-class classification tasks have focused on discriminat-
ing between broader diagnostic categories (e.g. benign lesions vs malignancy
vs neurological disorders, etc.). Deep learning models have demonstrated
their effectiveness and superiority in addressing these types of voice disor-
der detection and classification problems [12, 13]. The focus of this paper
is to differentially diagnose subtypes within the single diagnostic category of
LMDs, specifically pure ADSD, ABSD, and ETV.

LMDs are rare among the general population, unlike the disorders men-
tioned above that have sufficient data to use for training deep learning mod-
els. A limited amount of data is thus available for LMDs, which impedes the
development of automated deep learning diagnostic models in this domain.
Such difficulty on obtaining a diagnosis further limits the amount of data
available to train automated diagnostic techniques based on deep learning.

To address this gap, this paper focuses on applying automated transfer
learning methods to diagnose LMDs. Transfer learning is widely employed
to handle limited data problem in computer vision and speech recognition
fields [14, 15]. This method first pre-trains a deep learning model with a
amount of source data related to the target task and then fine-tunes the
pre-trained model with the limited target data.

We pre-trained a backbone network using a vocally healthy database from
the International Dialects of English Archive (IDEA) and then applied this
pre-trained network to develop two transfer approaches that
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1. Use the reconstructed error directly, versus

2. Just combine an encoder with an additional classifier.

We then evaluated the performance of each approach on an LMDs database
contributed by Vanderbilt University Medical Center (VUMC). To investi-
gate the impact of the sustained phonations on diagnosing the three sub-
disorders of LMDs, the data of pathological sustained phonations were sep-
arately used to fine-tune the model. Finally, a multi-stage transfer learn-
ing strategy was developed and evaluated empirically by diagnosing ABSD,
ADSD and ETV from the VUMC database.

Paper organization. The remainder of this paper is organized as fol-
lows: Section 2 provides an overview of voice disorder detection techniques
and compares/contrasts this related work with our transfer learning ap-
proach; Section 3 describes databases, data pre-processing, and our transfer
learning strategy for diagnosing LMDs; Section 4 analyzes empirical results
and discusses their implications for research on LMD diagnosis; and Section
5 presents concluding remarks and future work.

2. Background and Comparison with Related Work

This section presents an overview of prior work on voice disorder detection
and compares and contrasts this related work with our transfer learning
approach.

2.1. Voice Disorder Detection and Classification Techniques

Automatic voice disorder detection is well studied in recent years. Due
to the relatively ease, low cost, and non-invasive nature of data collection,
many acoustic features (such as jitter, shimmer, pitch, harmonic-to-noise-
ratio etc. [16, 17]) have been devised to detect pathological voice. For ex-
ample, Harar et al. [18] extracted these conventional features from sustained
phonations and successfully detected pathological voice.

Unfortunately, the clinical utility of these measures is diminished by the
time-intensive nature of manual extraction. Moreover, the diagnostic rele-
vance of any given measure may be limited to specific genders or specific
speech tasks. To address these limitations, features originating from speech
recognition and natural language processing have been introduced.

For example, Javanmardi et al. [19] and Chen et al. [20] investigated the
impact of Mel-frequency cepstral coefficients (MFCC) on detecting patho-
logical voice from the health. Likewise, Akbari and Arjmandi [21] showed
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the effectiveness of linear prediction cepstral coefficients (LPCC). Moreover,
Hammami et al. [22] used features obtained by discrete wavelet transform
(DWT) combined with a support vector machine (SVM) to achieve good per-
formance on the Saarbrücken voice database (SVD) [23]. Beside investigat-
ing the discriminative features for voice disorders, various classifiers (such as
SVM [24], random forest [25], and the Gaussian mixture model (GMM) [26])
were also developed to process these features to support the final diagnosis.

Recently, deep learning has attracted much interest in the field of vocal
disordered. For example, Fang et al. [12] demonstrated how deep learning
models are superior to conventional methods with sustained vowel /a/. Con-
volutional neural networks (CNNs) are explored and compared on the SVD
dataset in [27, 28]. Likewise, Zhang et al. [29] employed residual network
to improve the robustness of the voice pathology detection system. More-
over, recurrent neural networks (RNNs) coupled with amplitude and phase
spectrogram were designed for rating pathological voice [30].

Voice disorder classification is also an important task worthy of study be-
cause classification results can help clinicians further locate the causes of the
disorders and prescribe the appropriate treatment. For example, Al-Nasheri
et al. [31] classified cyst, polyp, and paralysis via a one-versus-rest way, us-
ing correlation functions based on different frequency bands. Likewise, by
using sustained phonations and running speech data, Ali et al. [32] employed
GMM to differentiate ADSD, keratosis, vocal fold nodules, vocal fold polyp,
and paralysis, which demonstrated that running speech is more suitable for
screening purposes in the context of daily communication. Likewise, Geng
et al. [13] fine-tuned the pre-trained 18-layer residual network (ResNet18)
with the Mel-spectrogram of voice signal and electroglottography (EGG).
Similarly, Ding et al. [33] proposed a deep connected attention ResNet to
classify four different types of disorders with different causes.

Much of the prior work distinguished voice disorders of different causes.
For example, Geng et al. [13] classified spasmodic dysphonia (SD) and nod-
ules etc., where SD is caused by the problem of nervous system, while nodules
is caused by physical changes. In addition, compared with structural disor-
ders, such as cyst, nodules, and laryngitis that were widely studied in the
existing works, neurological voice disorders have received relatively little at-
tention. The reason may stem from the fact that current work was mainly
conducted based on public databases, such as SVD and the Massachusetts
Eye and Ear Infirmary (MEEI) database [34], where the data of structural
disorders are well established. However, for neurological voice disorders,
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especially LMDs, the available data is still limited due to long periods of
diagnosis1 and their rarity in prevalence.

2.2. Open Research Question: Transfer Learning for Voice Disorder Classi-
fication

Inspired by the prior work described above, this paper analyzes an open
research question: can voice/speech data from healthy subjects of different
genders and ages be used as source data to pre-train a deep learning model that
accurately captures the basic universe of features that help classify ADSD,
ABSD, and ETV via transfer learning.

Transfer learning has been applied to achieve voice disorder detection
Guedes et al. [35]. For example, VGGish was adopted and pre-trained with
AudioSet [36], where the embedding layer was used to extract characteristics
matrices. A new classifier was then developed based on the embeddings of
the limited target data.

Likewise, Autoencoder (AE) [37, 38] is widely used in transfer learning
approaches and can be trained only with “normal” data, which is appropriate
for our open research question setforth above. It also has the relatively
simpler structure and more straightforward training process when compared
with other more complicated and larger networks. We therefore selected AE
as the backbone network for transfer learning in our study.

In addition to the structure of the model, this paper also considers the
types of data to employ when diagnosing pathological voice in a clinical
setting. Prior work [32, 39] has shown the promise of using running speech
for voice disorder detection and classification. Supported by this work and
thanks to VUMC, the first three sentences of Rainbow Passage from subjects
with LMDs were collected and used as running speech in the database.

Likewise, the importance of sustained vowels for voice disorder detection
is well demonstrated in recent few years [40]. It is still an open research ques-
tion, however, which LMD sub-disorder (i.e., ABSD, ADSD and/or ETV)
benefits most from applying sustained phonations in the diagnosis process.
As discussed in Section 4, we investigated this research question by designing
a separate transfer learning stage for sustained phonations and analyzing the
model’s performance when diagnosing different sub-disorders.

In summary, the key contributions of this paper are:

1An estimated average of 4.4 year delay is incurred from initial clinician evaluation to
final diagnosis of LMDs [6].
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1. Diagnosing a class of specific neurogenic LMDs that differs from prior
work on voice disorders stemming from various causes.

2. Creating a multi-stage transfer learning strategy to address the problem
of limited available LMD data, where the questions of data represen-
tations, what to transfer, and how to transfer are analyzed empirically
to determined the most effective transfer approach.

3. Investigating the effects of applying sustained phonations to diagnose
the three LMD sub-disorders (i.e., ABSD, ADSD and ETV).

3. Materials and Method for LMDs diagnosis

This section describes the databases, data pre-processing, and transfer
learning strategy we applied to diagnose LMDs.

3.1. Database Selection

This study used the voice recordings of 134 (36 male and 98 female) pa-
tient encounters across all three LMD sub-disorders (i.e., ADSD (n=44),
ABSD (n=45), and ETV (n=45)) collected at the Vanderbilt University
Medical Center (VUMC).2 As part of the standard of care, subjects seen
at the Vanderbilt Voice Center provide standardized voice/speech recordings
that include the first three sentences of the Rainbow Passage [41] and short
phrases, counting, and sustained phonation, such as /a/ and /i/. Patients
record their voice/speech in a quiet clinic room using an omnidirectional lapel
microphone with a 44.1kHz sampling rate.

Voice/speech recordings of vocally-healthy speakers were obtained from
the International Dialect of English Archives (IDEA), which is a repository of
voice recordings from native and non-native English speakers from 44 coun-
tries and 23 US states. These voice/speech recordings include both the Rain-
bow Passage [41] and spontaneous speech, which are similar to the VUMC
recordings. In our study, the recordings of 145 (61 male and 84 female) na-
tive English speakers were used as a control to built the normal database,
with 74 speakers from the US and 71 speakers from other countries.3

2These recordings were collected under IRB # 181191, approved 07/26/2018 by the
Medical Institutional Review Board at Vanderbilt University Medical Center in Nashville,
Tennessee.

3Although the recording environments of the VUMC and IDEA were not identical,
each recording was captured in a quiet room with a microphone having a relatively flat
frequency response.
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3.2. Data Pre-processing

The original recordings were resampled at frequency of 22kHz in the data
pre-processing step. For vocally-healthy recordings, 130 out of 145 speakers
were then randomly selected for pre-training, which we refer to as “PreData”
(Pre-training data). The remaining 15 speakers (8 from the US and 7 from
other countries), along with 134 recordings of LMDs, were next used to
evaluate our transfer learning strategy performance. We refer to these 149
recordings as “FTData” (fine-tuning data).

Exploring the effects of sustained phonation on diagnosing LMDs is one
of our research goals. The sustained phonation data from encounters with
LMDs patients was therefore used to create an independent dataset by repli-
cating sustained phonation of each patient encounter up to 25 seconds. We
refer to this dataset as “SusData” (sustained phonation data).

The fixed training and testing sets for FTData and SusData were not
specifically split since we employed k-fold cross validation in this study due
to its limited data size. The subjects/encounters in the dataset were thus
divided into k smaller sets of approximately equal size. For each unique
set, the model was evaluated on it, but trained with the remaining k − 1
sets. The final performance of the model was evaluated by summarizing
its performance on each fold. Each subject/encounter was assigned to an
individual set and stayed in that set for the duration of the procedure to
ensure each subject/encounter was used in the testing set one time and used
to train the model k − 1 times.

We next pre-processed the raw recordings into the following two formats
provided as input for the backbone network:

• Time-series waveform, where the raw recordings were split into sev-
eral three second segments (66,150 data points) and a single segment
was treated as a sample with the format of time-series waveform. The
choice of three seconds corresponds to clinician heuristics [42] that this
duration contains sufficient information to diagnose LMDs.4

• Mel-frequency spectrogram format, which is obtained based on
the segments of the time-series waveform format. This approach divides
a segment into short-time frames by Hann windows with 50% overlap
between consecutive frames. We applied this step to avoid losing the

4Future work will investigate the optimal segment length for diagnosis.
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frequency contours of the signal over time when performing a Fourier
transform across the entire segment.

The time-series waveform segment was converted to the time-frequency
domain format by applying a Fourier transform on each frame, which is
also called Short-Time-Fourier-Transform (SFTF). The obtained spectrum
was then computed with a filter bank on a Mel-scale to extract frequency
bands, with the goal of mimicking the human ear perception of sound. The
relationship between frequency (f) and Mel-scale (m) can be approximated
by the following equation:

m(f) = 2595log10(1 + f/700) (1)

Moreover, the filter bank can be modeled by

Hm(k) =



0, k < f(m− 1)

k − f(m− 1)

f(m)− f(m− 1)
, f(m− 1) ≤ k < f(m)

1, k = f(m)

f(m+ 1)− k)

f(m+ 1)− f(m)
, f(m) ≤ k < f(m+ 1)

0, k > f(m+ 1)

(2)

where f(m) is the center frequency of themth filter andHm(·) is the response.
Each filter in the filter bank is triangular, with a response of one at the center
frequency and decreasing linearly towards zero until it reaches the center
frequencies of the two adjacent filters.

Our study set the frame size to 46ms and the number of Mel-scale filters
to 128, which transformed the segment into 128 × 128 Mel-spectrogram.
Figure 1 depicts the recordings of normal, ADSD, ABSD, and ETV in each
of the two data formats for the diagnosis of (a, e) normal, (b, f) ADSD, (c,
g) ABSD and (d, h) ETV. The upper row and the lower row are the first
format (time-series waveform) and the second format (Mel-spectorgram) of
the recordings, respectively.

3.3. Pre-training the Convolutional Autoencoder

The backbone network of our transfer learning strategy is a designed Con-
volutional Autoencoder (CAE), which consists of an encoder and a decoder.
The encoder’s architecture stacks alternating convolutional and pooling lay-
ers, as follows:
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 1: Visualizing the Rainbow Passage Segments.

• The convolutional layers have the structure of k1 × k2@c, where k1,2 is
the kernel size and c is the number of filters.

• The pooling layers have the pooling size of p1 × p2.

The decoder has a similar architecture, but it removes the pooling layers and
uses alternating upsampling and convolutional layers.

We introduced noise into the inputs before feeding them into the model
to avoid copying input to output in the model without learning features.
In particular, Gaussian noise, along with salt and pepper noise, was added
into first and second formats of inputs, respectively. The CAE applies these
corrupted samples while training to recover the original samples.

Figure 2 visualizes the elements in each of the CAE layers. In this figure

Dense 256

Flatten Dense 1024

128 128 128 128

Figure 2: Our Convolutional Autoencoder Architecture.

the light green, dark green and blue layers denote convolutional layers of
3 × 3@16, 3 × 3@1 and 3 × 3@32, respectively. The orange layer is 2 × 2
maxpooling layer, and the gray layer is 2 × 2 upsampling layer. The yellow
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and gold layers are dense layers of 256 and 1024 neurons, respectively. The
red layer is the flatten output of the previous adjacent layer, while the white
layer with the size of 8× 8@16 is the re-shape of the previous dense layer.

Figure 2 also shows the use of Mel-spectrogram as the input, where the
kernel size is k1 = k2 = 3 and the pooling size is p1 = p2 = 2. When the time-
series waveform is used as the input, the CAE has the same architecture with
Figure 2. However, the kernel and pooling sizes are updated as k1 = 1, k2 = 3
and p1 = 1, p2 = 2, respectively.

3.4. Transfer Learning Strategy

Our multi-stage transfer learning strategy is described below, focusing on
what to transfer and how to transfer for LMD diagnosis.

3.4.1. Deciding What to Transfer

Based on the pre-trained CAE, we considered two directions to achieve the
final diagnosis. The first direction uses both the CAE encoder and decoder,
whereas the second direction uses just the encoder.

(a) Based on entire CAE.
This approach stems from work on voice pathology detection. For these

types of anomaly detection problems, reconstruction error (RE) is often
adopted to measure the extent of a new sample deviates from the distri-
bution of the normal samples. The precondition of this approach is that the
distribution of abnormal samples is different from normal samples.

For multi-class classification problems, we formulated the following hy-
potheses:

• Samples from ABSD, ADSD, and ETV have different deviations in the
embedding space when compared with normal samples given that the
CAE was pre-trained on just vocally-healthy samples.

• This difference can be measured by RE, so therefore the three LMD
sub-disorders can be diagnosed accurately by RE.

(b) Based on just encoder of the CAE. In this context, the decoder in the
pre-trained CAE at the top of the encoder was replaced with a fully connected
layer (FCL) [43] to give the final diagnosis. The number of the neurons of the
FCL was set to the number of health conditions to diagnose. For convenience,
the convolutional layers and output dense layer in the encoder were set to
Convi (i = 1, 2, 3, 4) and Enc.
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This operation, however, is not new in transfer learning-related work.
For an encoder trained with PreData, it is an open question what proportion
of the encoder is trainable in the transfer process. Our study on diagnos-
ing LMDs thus tested three different transfer approaches according to the
different trainable proportions of the encoder, including:

(a) only the Enc was fine-tuned,

(b) Conv4 (the last convolutional layer), as well as Enc were fine-tuned,

(c) Conv3, Conv4 and Enc were fine-tuned.

For approach (a) the majority of the encoder is fixed, so the knowledge
learned on PreData significantly impacts the diagnosis results. In contrast,
with more trainable layers, approaches (b) and (c) mix more LMD infor-
mation into the model. As a consequence, we expected these latter two
approaches would perform diagnosis more effectively than approach (a).

3.4.2. Deciding How to Transfer

For pathological voice detection and diagnosis, existing work related to
transfer learning usually adopts a one-stage strategy, i.e., the pre-trained
encoder is fixed and the classifier is just trained with the target data. This
strategy may not capture the features of LMDs to some extent, however, so
in the previous step we explore the best proportion of a trained encoder to
fine-tune, which is denoted as p∗1.

We therefore applied a two-stage transfer learning strategy. In the first
stage, the whole encoder is fixed and only the FCL classifier is trained with
FTData. This stage can be viewed as the initialization of classifier param-
eters. The second stage, in contrast, is designed to adapt the LMD charac-
teristics, such as pitch and rhythm of the voice with LMDs. The proportion
of p∗1 of the encoder, as well as the classifier initialized from the first stage,
are then fine-tuned with FTData.

In addition, an aim of this study is to verify the effects of sustained phona-
tion on diagnosing the three LMD sub-disorders. Sustained phonation, such
as /a/ and /i/, has been demonstrated play an important role in detecting
pathological voice [19, 44] based on using sustained phonation, which is a
promising approach to further improve the model’s diagnosis performance
on LMDs. We therefore designed a third stage following the first two stages,
where the model obtained by the second stage is further refined on SusData
with the trainable proportion of p2.
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In this study we set the pool size to p2 < p∗1 because we expect the infor-
mation from sustained phonation and running speech will be mixed rather
than replacing each other. The multi-stage transfer learning strategy for
diagnosing LMDs we designed is shown in Figure 3. Stage 1 is designed pri-

Figure 3: Our Three-stage Transfer Learning Strategy.

marily to properly initialize parameters of the FCL classifier. In Stage 2, the
model is fine-tuned with the best proportion of p∗1 to make the model suitable
for LMDs, while holding the capability of capturing general characteristics
of voice/speech. Stage 3 is designed to boost the model’s performance and
explore the effect of sustained phonation on diagnosing the three LMD sub-
disorders.

For convenience, the models from different stages in the rest of the paper
are denoted as Stage-I, Stage-II and Stage-III, respectively.

4. Results from Experiments

This section presents and analyzes the results of experiments for diagnos-
ing LMDs, focusing on the data formats, transfer strategies, and effects of
sustained phonation.
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4.1. Summary of the Metrics Applied

The following are the metrics we used to evaluate our models and transfer
learning strategies:

• Sample-wise accuracy. All recordings in our experiments were cut
into several segments with three second length. Sample-wise accuracy
is thus defined as the percentage of correctly classified segments out of
all segments.

• Subject-wise accuracy. To get subject-wise prediction, the pre-
dicted categories of all segments belonging to the same subject were
aggregated and the percentage of the subject in each category was cal-
culated, where the category with the highest percentage was defined
as the final diagnosis of the subject. The subject-wise accuracy was
measured as the percentage of correctly diagnosed subjects out of all
subjects.

• Sensitivity (SN score), which is defined as TP/(TP + FN)=(Number
of true positive assessment)/(Number of all positive assessment).

• Specificity (SP score), which is defined as TN/(TN + FP)=(Number
of true negative assessment)/(Number of all negative assessment) [45].

The results were obtained by the average of five-fold cross validation.

4.2. Testing Data Formats for Diagnosing LMDs

The performance of our CAE with different data formats is described
below.

4.2.1. Experiment Description

As described in Section 3.2, we trained two CAEs with the data in formats
of time-series waveform and Mel-spectrogram, respectively. Both models em-
ployed the loss function of Mean Square Error (MSE) and an Adam optimizer
with initial learning rate of 0.001. The training process was halted after 10
epochs without a reduction in the loss value.

Losses in the training process were visualized to compare the convergence
of the two models with different data formats. The distributions of samples
in the feature spaces (Dense256 in Figure 2) from two model were visualized
in 2D figures using the TSNE [46] method.
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4.2.2. Raw Results

The loss of the model trained on the Mel-spectrogram format dramatically
dropped in the first 15 epochs and converged to a small value after 150 epochs,
as shown in Figure 4. In contrast, this figure shows the loss of the model

Figure 4: Losses of Two Models in the Training Process.

trained on the time-series waveform decreased in the first five epochs and
then remained at around 0.015 until the training process stopped.

The visualized feature spaces of two model are shown in Figure 5. For

(a) (b)

Figure 5: The Distribution of FTData in the Feature Space from (a) the Model Trained
on a Time-series Waveform and (b) the Model Trained on Mel-spectrogram Images

the model trained on the time-series waveform (Figure 5(a)), samples from
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normal and LMDs had roughly the same distribution in the feature space. For
the model trained on the Mel-spectrogram (Figure 5(b)), normal and LMDs
samples were also overlapped in the feature space. The normal voice samples,
however, were concentrated on the left and lower region in Figure 5(b).

4.2.3. Analysis of Results

As shown in Figure 4, approximately 50 epochs were needed train the
model using the time-series waveform data format. The loss did not drop
noticeably from the initial value (around 0.016), however, and stayed at 0.015
until training was halted. Based on these results we infer that the training
failed.

Likewise, Figure 5(a) demonstrates poor training results to some extent.
The characteristics of LMDs and normal samples theoretically different, so
these differences should be revealed in the feature space because the model
was just trained with normal samples. Training probably failed because the
time-series waveform with 66,150 points is too complicated to reconstruct
given the computational resources, the structure of autoencoder, and the
limited amount of available data.

In contrast, better performance was obtained using the Mel-spectrogram
data. The loss value steadily decreased from high to low and the distributions
of normal and LMDs samples were not exactly the same in the feature space,
though there was some overlap among them. Mel-spectrogram therefore
shows potential to better distinguish normal and LMDs in higher dimensional
spaces.

Our results also show that given the current computational resources and
depth of the neural network, the data format of Mel-spectrogram is more
suitable and efficient for deep learning methods.

4.3. Testing If RE Alone can Diagnose LMDs
The results of the first direction in Section 3.4.1 are presented and ana-

lyzed below, i.e., using RE alone to diagnose ABSD, ADSD, and ETV.

4.3.1. Experiment Description

Based on the results in section 4.2, Mel-spectrogram was applied to train
the CAE. The MSE loss function and Adam optimizer with an initial learning
rate of 0.001 were also employed. The training process was stopped after 10
epochs without an improvement in loss. Meanwhile, the reconstruction errors
(REs) of FTData were calculated to verify if RE can distinguish different
diagnostic categories.
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4.3.2. Raw Results

Figure 6 shows that REs of normal samples are concentrated within range
(0.011, 0.016), with just a few outliers distributed around the top and bottom
boundaries of the box. Conversely, REs of samples from LMDs showed more

Figure 6: The Distribution of Reconstructed Error of FTData.

outliers and higher values of outliers (the highest reached 0.022 from ETV).
Likewise, the medians of REs of ETV, ADSD, and ABSD were markedly
different from those of normal samples.

4.3.3. Analysis of Results

The few outliers and compact shape of the box in Figure 6 shows that the
trained CAE can reconstruct normal samples well. Conversely, the number
of outliers and high values of REs for disordered samples indicate the CAE
cannot reconstruct those disordered voice samples effectively. These results
are expected because normal and LMDs samples have some differences and
our model was only trained with normal data.

In addition, REs for ETV samples showed outliers with the highest value
and the median that deviated from that of normal and other disordered voice
samples, which means it may be easier to distinguish ETV. In contrast, REs
for ADSD and ABSD showed similar box shape and median, which indicate
that these two categories may be misdiagnosed. Nevertheless, for the REs
of the majority samples, including normal and LMDs, the lower and upper
quartiles ranged within 0.12 and 0.17. These results are consistent with
the results shown in Figure 5(b), which demonstrate that REs alone cannot
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diagnose the three LMD sub-disorders, though there are differences between
normal and LMDs samples.

4.4. Testing the Proportion of the Encoder to Transfer for LMDs

The results of the model with different transferred proportions are de-
scribed below.

4.4.1. Experiment Description

As discussed in Section 3.4.1, we considered three transfer approaches
according to different trainable layers in just the pre-trained encoder. In
contrast to training the CAE, the model fine-tuning process in this experi-
ment set the loss function to cross entropy and the process was halted after 20
epochs without a reduction in the loss value. Both sample-wise and subject-
wise accuracy were employed to test the performance of three approaches.

4.4.2. Raw Results

Table 1 compares the results of applying the three transfer approaches on
FTData. Fine-tuning the Enc layer alone performed the worst according to

Table 1: Sample-wise and Subject-wise Accuracy of Three Transfer Approaches

Approach Sample-wise (%) Subject-wise(%)

Enc 50.12 51.66

Enc+Covn4 52.26 56.32

Enc+Covn3, 4 52.26 54.97

either sample-wise or subject-wise accuracy. Fine-tuning Enc+Covn4 layers
and Enc+Covn3, 4 layers had the same performance based on sample-wise,
achieving the accuracy of 52.26%. Conversely, the results from subject-wise
showed that fine-tuning Enc+Covn4 performed best, obtaining the highest
accuracy of 56.32%.

4.4.3. Analysis of Results

Table 1 shows that fine-tuning too few or too many layers yielded poor
performance. Just fine-tuning the Enc layer caused the model lose the ability
to capture general features of LMD data. Though adjusting Enc+Covn3, 4
theoretically can make the model more appropriate to LMD samples, a larger
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amount of data is then required. Adjusting Covn3, 4 is therefore not the best
way to diagnose voice disorders with a limited amount of data. I our study,
therefore, the best proportion p∗1 is to train Enc+Covn4.

4.5. Testing the Multi-stage Transfer Strategy and Effects of Sustained Phona-
tion for LMDs

We now present the core results of the proposed strategy. Based on the
previous results discussed in Section 4.4, the transfer strategy was determined
first and then the impact of sustained phonation on LMD diagnosis was
discussed.

4.5.1. Experiment Description

As shown in Figure 3, in the first two stages, the model was fine-tuned
with FTData. The entire encoder was fixed in stage 1, while the encoder
was fine-tuned through Enc+Covn4 layers in stage 2. In stage 3, the Enc
layer of the model from stage 2 was further fine-tuned on SusData, where
p2 (training Enc) < p∗1 (training Enc+Covn4). Cross entropy was employed
as the loss function and the fine-tuning process was stopped after 20 epochs
without an improvement in loss. We tested our three-stage transfer strategy
on the following tasks:

T1) differentiate Normal, ADSD, ABSD, and ETV all at once;

T2) differentiate Normal, ADSD, and ETV;

T3) differentiate Normal, ABSD, and ETV.

4.5.2. Raw Results

Table 2 shows the subject-wise ACC, SN, and SP when diagnosing four
health conditions by each stage of the designated transfer strategy. The
results shown in this table reveal that performance improved with each stage
sequence, achieving an overall accuracy of 65.3% by Stage-III compared with
that of 50.8% in stage 1. For ETV identification, the SN score increased from
46.7% in stage 1 to 66.7% in stage 3. Likewise, the SP score also increased
from 73.1 to 81.9%.

Table 2 also shows the SN and SP for ADSD and ABSD identification
exhibited tendencies similar to the ETV identification. However, the SN
scores for Stage-III are relatively low, i.e., 45.6% and 48.9% for ADSD and
ABSD, respectively. With three stages, all models performed well on normal
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Table 2: SN and SP for Each Diagnostic Category at Each Stage in One-versus-all
Way and Overall Subject-wise Accuracy (ACC).

Stage #
Overall SN(%) SP(%)

ACC(%) Normal ADSD ETV ABSD Normal ADSD ETV ABSD

Stage-I 50.8 100.0 18.6 46.7 37.8 97.0 79.1 73.1 67.4

Stage-II 59.9 86.7 43.9 62.2 46.7 98.5 79.1 73.1 84.7

Stage-III 65.3 100.0 45.6 66.7 48.9 99.2 79.4 81.9 81.4

identification, where the highest scores of SN=100% and SP=99.2% were
obtained in Stage 3.

The results obtained by our transfer learning strategy on T2 are shown in
Table 3. The overall accuracy achieved the highest score (77.7%) at Stage 3

Table 3: SN and SP for T2 at Each Stage in One-versus-all way and Overall
Subject-wise Accuracy (Acc).

Stage #
Overall SN(%) SP(%)

ACC(%) Normal ADSD ETV Normal ADSD ETV

Stage-I 65.4 86.7 42.8 66.7 94.4 75.0 62.4

Stage-II 69.9 86.7 56.4 66.7 100.0 75.0 64.2

Stage-III 77.7 100.0 62.1 71.1 100.0 78.3 72.1

by fine-tuning the model on disordered running speech and sustained phona-
tion data. With the three-stage transfer strategy, ADSD identification ben-
efited most, whereas the SN score improved by 19.3% from a relatively low
score of 42.8% in Stage 1 to 62.1% in Stage 3. Likewise, the model’s SN and
SP scores for diagnosing ETV climbed to 71.1% and 72.1% at Stage 3, re-
spectively, indicating less mis-classification compared with 66.7% and 64.2%
at Stage 2.

Table 3 also shows that no disordered subject was classified as normal at
Stage 2 and 3 (SP=100%). However, normal subjects were often diagnosed
as disordered by Stage-II (SN=86.7%). After going through all stages, the
model perfectly diagnosed normal samples.

Figure 7 shows the performance of our three-stage transfer strategy on T3

at each stage. This task had similar performance to T1, achieving the highest
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Figure 7: SN and SP for T3 in One-versus-All Way, and Overall Subject-Wise Accuracy.

overall accuracy of 85.3% after going through all the stages. Differentiating
ABSD and ETV benefited most from our method, where the SN score for
ETV identification improved by 20.0% from 62.2% at stage 1 to 82.2% at
Stage 3 and. Likewise, the SP score for ABSD identification improved by
21.6% from 66.7% at stage 1 to 88.3% at Stage 3.

Figure 7 also shows that few subjects with LMDs are classified as normal
for all stages (SP ≥ 97.8%). Moreover, the model became more stable with
smaller deviations for all the diagnoses with this stage sequence.

4.5.3. Analysis of Results

Our experiments showed that metric scores were relatively low when at-
tempting to diagnose four health conditions all at once, as shown in Table 2.
We thus inferred that the different sub-disorder features may negative effect
each other in the feature space. Our approach performed better on T2 and
T3 based on the results in Table 3 and Fig 7, where the SN scores for ADSD
and ABSD identification obviously improved. In contrast, the corresponding
scores were lower than 50% in Table 2.

Normal identification achieved good SN and SP scores when diagnosing
four health conditions all at once. This result is consistent with results shown
in Figure 6, where the median of reconstructed error for normal samples devi-
ated significantly from those of the three LMD sub-disorders. Likewise, based
on Table 3 and Fig 7, the models from all stages performed worse when di-
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agnosing disorders (ADSD/ETV or ABSD/ETV) compared with diagnosing
normal voices.

These results further underscore that interference occurs among features
of LMD sub-disorders in the diagnosis process. On the one hand, these
results indicate that our current encoder has room to improve to diagnose
LMDs. However, the good results for normal voices is reasonable because the
encoder was derived from CAE that was just pre-trained with normal data.

Table 3 and Fig 7 suggest FTData and SusData play different roles for
differentiating the three LMD sub-disorders. For ETV identification in T2,
Stage-II and Stage-I got the same SN. In contrast, both SN and SP scores
increased to a new level after embedding the information of sustained phona-
tion into the model.

Moreover, T3 Stage-III improved significantly from Stage-II when diag-
nosing ETV compared with diagnosing ABSD, which just 0.3% gained on
SN. This performance improvement indicates that

• ETV symptoms are more sensitive to sustained phonation and

• Running speech may mask the symptoms.

In addition, according to Table 3, Stage-III also gained the capacity of
diagnosing ADSD. We found that after fine-tuning the model on SusData,
more ADSD subjects with severity of severe were classified correctly, which
improved the SN score. This finding is consistent with medical views [47]
that vowels carry information related to severe ADSD. Running speech and
sustained phonation are clearly both important for diagnosing LMDs and
provide different information regarding laryngeal function.

4.6. Comparison with Other Methods on the VUMC Dataset

A comparison of results among the our transfer learning strategy and
other approaches is presented below.

4.6.1. Experiment Description

The approaches we compared with our transfer learning strategy include
the widely used MFCC feature [48] and classical classifiers, such as support
vector machine (SVM) [24] and random forest (RF) [25]. The details of the
approaches we compared are as follows:

(a) SVM with RBF kernel fed by features obtained by Encoder of the pre-
trained CAE, which is denoted as Encodes SVM,
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(b) RF with depth of 10 fed by features obtained by Encoder of the pre-
trained CAE, which is denoted as Encodes RF,

(c) SVM with RBF kernel fed by MFCC, which is denoted as MFCC SVM,

(d) RF with depth of 10 fed by MFCC, which is denoted as MFCC RF.

As described in Section 1, MFCC is a conventional feature that is effective
for diagnosing pathological voice. The MFCC was obtained via the cut seg-
ment (time-series waveform). According to Fraile et al. [49], the number of
MFCC dimension between 15 to 20 is better for pathological voice diagnosis,
so we set the MFCC dimension to 20 in this study.

4.6.2. Raw Results

Table 4 shows the comparison results on T2. Our transfer learning strat-

Table 4: Comparison Results on T2 for the Proposed Method and Four Baselines

Methods
Overall SN(%) SP(%)

ACC(%) Normal ADSD ETV Normal ADSD ETV

Stage-III 77.7 100.0 62.1 71.1 100.0 78.3 72.1

Encode RF 60.3 73.3 54.2 53.3 96.7 65.0 64.1

Encode SVM 67.8 86.7 54.4 62.2 95.6 71.6 69.4

MFCC RF 67.7 80.0 43.1 80.0 97.8 85.0 55.8

MFCC SVM 72.3 100.0 48.1 68.9 97.6 76.7 64.8

egy performed best, achieving an overall accuracy of 77.7%. In contrast,
Encode RF performed worst among the compared methods, i.e., only 60.3%
of all subjects were diagnosed correctly.

Table 4 also shows that among the four compared methods, MFCC SVM
got the highest overall accuracy of 72.3%, and almost perfectly diagnosed
normal with SN=100% and SP=97.6%. It was also more sensitive to ETV
(SN=68.9%) when compared with ADSD (SN=48.1%), which differed by
20.8%. Encode SVM and MFCC RF obtained similar accuracy of 67.8%
and 67.7%, respectively. However, MFCC RF showed the lowest SN score
of 43.1% but the highest SP score of 85% for ADSD identification. It also
showed the highest SN score of 80%, but the lowest SP score of 55.8% for
ETV identification.
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Comparison results on T3 showed were similar to the T2 results, as shown
in Table 5. All metrics for our Stage-III strategy were superior to the four

Table 5: Comparison Results on T3 for Our Transfer Learning Strategy and Four
Baselines

Methods
Overall SN(%) SP(%)

ACC(%) Normal ABSD ETV Normal ABSD ETV

Stage-III 85.3 100.0 73.6 82.2 98.9 88.3 80.6

Encode RF 62.2 80.0 57.8 48.9 95.6 60.0 71.7

Encode SVM 70.4 93.3 55.6 62.2 96.7 70.0 71.7

MFCC RF 70.4 73.3 60.0 77.8 98.9 80.0 68.3

MFCC SVM 78.5 86.7 71.1 77.8 96.7 83.3 80.0

compared methods, especially for the overall accuracy, which reached 85.3%.
Likewise, MFCC SVM achieved good diagnostic performance, whereas En-
code RF exhibited the worst performance, with overall accuracy of just 62.2%.

Table 5 also showed that Encode SVM and MFCC RF had the same
overall accuracy of 70.4%, though MFCC RF tended to improperly diagnose
normal subjects in the disorder categories, i.e., its SN of 73.3% for diagnosing
normal subjects was the lowest among all compared methods. In addition,
MFCC RF was sensitive to ETV (SN=77.8%), while it obtained relatively
low specificity of 68.3%. However, it showed the opposite performance for
ABSD identification, with a low SN of 60% but high SP of 80%.

4.6.3. Analysis of Results

Based on results in Table 4 and Table 5, we conclude that our transfer
learning strategy outperformed four compared conventional methods, due
largely to differences in the feature extraction process. For conventional
Encode-based methods, the encoders were based on the pre-trained CAE,
which was fixed and not fine-tuned on LMD data. It therefore had limited
ability to capture features of disorders, resulting in poor diagnostic perfor-
mance. Conversely, the encoder of Stage-III in our three-stage transfer learn-
ing strategy could capture salient features of LMDs from running speech and
sustained phonation data.

For MFCC-based methods, MFCC provides a shadow feature that can-
not carry as rich distinguished information compared with the deep feature
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obtained by our fine-tuned deep network. These MFCC-based methods did
achieve higher overall accuracy than conventional Encode-based methods.
However, they were biased models according to metrics of each category.

For example, MFCC-based methods were sensitive to ETV identification
on T2, but their corresponding low SP scores showed the models tended to
predict samples to ETV. Given that their SN scores for ADSD identifica-
tion failed to reach 50%, it is clear that these models struggled to distinguish
ADSD and ETV. Based on Table 5, however, MFCC-based methods achieved
acceptable results differentiating ABSD and ETV, which means MFCC car-
ries distinguished information but the information it holds is insufficient,
yielding imbalanced performance of models trained with it.

Despite feature extraction, SVM-related methods were clearly superior to
RF-related methods. SVM is a binary-classification method. When it was
applied to our experiments several sub-models were established following
an one-versus-all approach, i.e., it can emphasize different features of sub-
disorders at multiple times. In contrast, though RF held the depth of 10,
it was a single model that addressed the multi-classification problem, where
the features of LMDs were only used once.

5. Concluding Remarks

This paper presented the results of experiments that addressed the follow-
ing open research questions related to applying deep autocoders to diagnose
laryngeal movement disorders (LMDs), such as as adductor spasmodic dys-
phonia (ADSD), essential tremor of voice (ETV), and abductor spasmodic
dysphonia (ABSD):

1. How can the limited amount of LMDs data be overcome?

2. What data representation is most efficient for deep learning in diagnos-
ing LMDs?

3. What transfer learning strategies best improve diagnostic performance?

4. Do traditional machine learning techniques, such as support vector ma-
chines (SVM) and random forest (RF), outperform completely neural
networks (i.e., combining the autoencoder combined with FCL and
transfer learning)?

The following is a summary of lessons learned from the research reported
in this paper:
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• Using a deep model with a transfer learning on public normal recording
databases is a promising way to overcome the limited amount of data in
this space, thereby generalizing the model and enabling more effective
diagnosis.

• Given the computational resources and the limited available LMD data
in this study, Mel-spectrogram is a more efficient and suitable data
format for training deep learning models compared with the time-series
waveform because it has a smaller size and represents rich frequencies
better.

• Reconstructed error (RE) obtained by our pre-trained autoencoder
helped diagnose vocally-healthy voice and LMDs, but could not di-
agnose different LMD sub-disorders alone.

• Sustained phonation and running speech play different roles in diag-
nosis. In particular, sustained phonation impacted ETV identification
and was related to severe ADSD, which is consistent with clinical per-
spectives [47].

• SVM and RF combined with traditional Mel-frequency cepstral coef-
ficients (MFCC) outperformed those combined with a stacked autoen-
coder according to overall diagnosis accuracy. However, our completely
neural network structure exhibited much better performance for differ-
entiating LMDs.

Based on the results from our experiments, our future work will focus on the
following topics:

• The structure of our Convolutional Autoencoder (CAE) has room for
improvement since it cannot handle three LMD sub-disorders all at
once. Designing a more appropriate structure to obtain better results
is a focus of our future work.

• Our current study just diagnosed ETV, ADSD, and ABSD, but did not
take into account subjects with mixed sub-disorders. Dealing with this
practical and complex problem is also a focus of our future work.

• Recognizing the severity of each diagnostic category is an important
issue that comes after diagnosis and also something we are addressing
in future work.
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